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Executive Summary

This deliverable reports about the research performed in Task 3.1 of the SESAME project. The main purpose of
the deliverable is to motivate and explain to experts inside and outside the consortium the scientific foundations,
concepts and principles of the proposed Executable Scenario (ExSce) methodology for engineering dependable
MRS. In a nutshell, Executable Scenarios are model-based narrative descriptions of robotic missions which
guide the engineering of MRS applications. We argue that the systematic engineering of dependable MRS
calls for involving and integrating heterogeneous stakeholders with different robotics expertise throughout
the life-cycle of MRS. In order to support this integration and to enable stakeholders to specify, execute and
manage scenarios of MRS missions, the ExSce methodology is based on a model-based paradigm, which
facilitates the formalization of reusable scenario concepts. Supported by a thorough empirical domain analysis
of engineering practices for MRS, we identify and describe several core scenario concepts and their constraints
on each other as well as their inherent variability originating from, to name a few, different stakeholder needs
and robot systems. In particular, we discuss some scenario concepts involved in exploiting scenarios as a way
(i) to express MRS requirements and associated criteria of acceptance, and (ii) to execute and test scenarios in
simulation environments.
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1 Scientific Foundations, Prior and Related Work

The objective of this chapter is twofold. First, to provide a brief introduction into the scientific foundations
of the Executable Scenario concept and methodology which will be introduced in Chapter 2.To this end, we
employ a system engineering perspective to answer the question which and how stakeholders are involved in
engineering multi-robot systems (cf., Section 1.1). Second, to introduce and discuss prior and related work
in the broad field of robot system and software engineering, which is crucial to understand our motivation to
introduce the Executable Scenario concept and methodology. To this end, we use the stakeholders introduced
in Section 1.1 to discuss how model-based approaches in robotics support stakeholders to perform their tasks.
We also discuss how existing robot software frameworks and process models are tailored toward robotic needs
and how stakeholders play a role in them (cf., Section 1.2).

1.1 Stakeholders in Robotic Applications

Engineering multi-robot systems as those considered in SESAME is an activity which is performed by various
stakeholders. Generally, engineering processes often refer to stakeholders as the source of requirements that the
developed system or software need to fulfil. Identifying parties who may hold stakes in the system-of-interest
(SoI) is challenging, as relevant stakeholders can vary depending on the particular system being developed, as
well as the specific stage the SoI is in over its life cycle. For consistency, we adopt the definition of stakeholders
from the ISO standard on system life cycle processes [2]:

Stakeholder Individual or organization having a right, share, claim, or interest in a system or in
its possession of characteristics that meet their needs and expectations.

From an organizational perspective, partners in the SESAME project can be broadly categorized into two
groups: industrial partners who provide use cases inspired by their commercial application, and research and
development (R&D) partners who drive the innovations behind technologies developed in the project.

• Having to consider tangible financial risks, industrial partners share a more conservative view on in-
novations and are generally resistant to any major modifications of their existing processes or systems.
Furthermore, they tend to focus on problems and requirements tightly coupled to their use case and not
necessary applicable anywhere else. Perhaps by design, SESAME’s industrial representatives cover a
wide variety of both MRS scenarios (e.g., from smart manufacturing to drone inspection) and matu-
rity (e.g., from emerging startup to international corporation), which can allow for different levels of
tolerance towards more generalized and potentially disruptive innovations.

• Compared to their industrial counterparts, R&D partners are either research institutes or universities
and, as a result, are less pressured by financial concerns. They can explore a wide variety of approaches
in order to produce innovative solutions for more generic problems, which may also include ones found
in industry. However, research-oriented groups tend to focus on very specific aspects of such prob-
lems, skimming over assumptions that may require significant engineering effort to resolve in industrial
settings.

In addition to the organizational perspective, stakeholders may also be identified by the activities they perform
in the project. The Horizon 2020 project RobMoSys1 (Composable Models and Software Robotic Systems)
lists several roles that may influence the development of robotics applications [98]. The definitions of task,
skill, service, and other RobMoSys relevant terms used for the following description of the stakeholders can
be found on the project’s wiki page2:

1https://robmosys.eu/
2https://robmosys.eu/wiki/glossary
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Behaviour developers develop high-level tasks and task-plots, which can be performed using the robot’s avail-
able functionalities (i.e., skills), to realize the desired robotic application.

Service designers provide the service definitions which consist of communication semantics, data structure
and other properties required to describe components’ functions and their interfaces. These definitions
are independent on the components’ concrete realization and can be used for designing the system’s
architecture without having to consider concerns specific to a particular use case or platform.

Function developers develop functions to be used by component suppliers to create components.

Component suppliers use functions provided by function developers to create components based on service
definitions from service designers.

System architects designs a system architecture using existing service definitions provided by service design-
ers. The resulting architecture is independent on specific realization of components.

System builders assemble the system by selecting and composing appropriate components from the ones pro-
vided by component suppliers to realize the desired services specified in the architecture designed by
system architects.

Safety engineer deals with safety-related concerns of the system. It is important to emphasize, that in SESAME
we argue that this role should be extended to also cover security, i.e. safety and security engineer, as
both can be critical to a MRS system’s “correct operations”. Requirements provided by this role may de-
termine some of the instrumentation needs for verification and validation (V&V), which system builders
and component suppliers need to take into consideration during their respective activities.

Performance designer should be extended to cover other non-functional requirements (NFR) [1] beyond per-
formance, such as reliability, maintainability, and so on. Constraints specified by this role may also
influence the decisions of component suppliers and system builders during component creation and se-
lection. Actors in this role may need to balance the priorities of NFR that often conflict with each other:
reliability, for example, may imply inserting extra code that can impair performance.

In SESAME, such roles may be represented by individuals from both industrial or R&D partners. For example,
a R&D partner may wish to reuse existing components that need to interact with ones from an industrial partner.
This may require coordination of service designers and system architects from both organizations to agree up
on a final system architecture. Furthermore, and especially for teams of smaller size, a single individual may
assume responsibilities for several roles. A system architect, for example, often also selects the appropriate
components to realize their architecture, i.e. performs a system builder’s activity. Assuming responsibilities for
multiple roles is particularly common in smaller organizations, evident as shown and discussed in Section 2.3.

Other relevant activities may encompass several of the aforementioned roles. Testing, for example, can be
done at the functional, component or system level. At the same time, tests can be used to verify performance
and safety/security requirements or validate expected behaviours. Testing as an activity, therefore, can be per-
formed by every role listed above. Another example is hardware design and/or selection, which in SESAME
is likely to involve only component suppliers and system builders. Other projects, however, maybe interested
in developing hardware components from scratch, which then would demand activities from the function de-
veloper role.

The RobMoSys roles cover intrinsic views on designing and building systems. External factors like customers
or regulatory bodies may also influence this process. For example, each use case described and developed
within SESAME needs to conform to general and domain-specific standards imposed by authorities before it
can be deployed in the field.
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1.2 Robot System and Software Engineering

1.2.1 Robot Software Frameworks

Robot software frameworks provide developers with a set of tools, libraries, and communication mechanisms
for building, programming, and controlling robots. Most notable examples are ROS (Robot Operating Sys-
tem) [91], Orocos (Open Robot Control Software) [21][103] and YARP (Yet Another Robot Platform) [40].
ROS is a widely used robot software framework and provides a modular architecture and libraries for common
robot tasks. With the advent of ROS 2 several peculiarities regarding communication and node management
of ROS 1 are mitigated. Orocos follows as ROS a component-based paradigm, and enables the development
of reusable software components that can be combined to create complex robotic systems. YARP is another
flexible and modular robot software framework.

1.2.2 Model-Driven Engineering in Robotics

The Executable Scenario concept and methodology is based on the model-driven engineering paradigm [27]
which promotes the idea to consolidate, harmonise and capture domain knowledge both conceptually and
technically in the form of meta-models. Those meta-models, to mention a few benefits, pave the way to
create domain models with the help of textual and graphical domain-specific languages (DSLs) which are pro-
gramming or specification languages having abstractions from a particular problem domain [111]. Exploiting
domain models as core artefacts throughout the complete development cycle ranging from design, specifica-
tion, implementation to testing and even deployment is nowadays well-established in several application fields
such as avionics, automotive and telecommunications where general-purpose modelling languages and their
domain-specific extensions (e.g., UML MARTE [8], SysML [85], AADL [38]) are used to model and analyse
various system aspects and properties. In the control engineering field, modelling approaches and associated
tools such as Matlab/Simulink [72], 20-sim3, LabView4, OpenModelica5, and Dymola6 are popular to rapidly
develop, for example, control policies and to automatically generate optimised source code for various embed-
ded devices and platforms. In [17] and [79] these modelling tools are used together with software architectural
modelling tools to construct robot control architectures.

In robotics, DSLs are also not a new concept and early work dates back to 1984 where Henderson et al. in-
troduced the Logical Sensor Specification Language (LSS) [52] to support robot engineers to specify both
architectural and algorithmic concerns of sensing and state estimation processing chains. Nowadays, DSLs are
frequently used in robotics to specify knowledge from different problem domains such as kinematics [43][55],
dynamics [42], motion control [70][105] and perception [54][16]. Generally speaking, for any model-based
approach to be successful it is crucial to understand when, how and by whom the DSL and associated infras-
tructure is used and for which kind of task [111] and Schneider et al. [100] investigated the origin of design
decisions and underlying development process that resulted in a robotics DSL for specifying robot grasping
problems. In the context of the SESAME project we investigate in the following paragraphs the rich Body of
Knowledge in robotic DSLs from the perspective of the RobMoSys stakeholders introduced in Sec. 1.1. To
this end, we classify existing MDE approaches in robotics along stakeholders and their activities.

Behaviour developers can rely on several DSLs to specify and analyse coordination activities both on a pro-
gramming language level [13][14][97][28] and on an architectural level [60][66][108][109][95], where
different variants of hierarchical state machine languages are used to specify behaviours. Notable
examples are formalisms based on behaviour trees [45] and approaches inspired by behaviour-based

3https://www.20sim.com/ Last accessed: 14th of March 2023
4https://www.ni.com/labview Last accessed: 14th of March 2023
5https://openmodelica.org/ Last accessed: 14th of March 2023
6http://www.3ds.com/products-services/catia/products/dymola Last accessed: 14th of

March 2023
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robotics [110]. For orchestrating several robots existing DSLs and associated frameworks enable be-
haviour developers to specify MRS tasks and missions [67][73] as well as managing execution-related
aspects such as resources [68][81]. Most of the mission specification languages include domain-specific
aspects, for example, the work of [24] allows the definition of permitted flying zones as part of the drone
mission specification.

Service designers are concerned with specifying re-usable interfaces and data structures of robot capabilities
and components. The general idea of DSLs supporting this role is to provide abstractions to model
both the problem space and solution space [92][44][93] of robotic systems in the form of architectural
patterns [9][99], behaviour templates [105] or specifications of high-level robot capabilities which are
independent of concrete realizations (e.g., feature model approaches [48][18]).

Function developers are supported by a wide range of DSLs to specify different robot functions ranging from
kinematic and dynamic algorithms [42], motion control architectures [83][84] and force control algo-
rithms [59] to perception [52][53]. The majority of these DSLs also support function developers in
tasks which are in one way or another either associated to service designers or system architects. For
example, in the work of Klotzbücher et al. also enables function developers to create re-usable tem-
plates of different types of hybrid force/velocity motions and the motion control languages introduced
by Nordmann [84] enables developers also to model architectural concerns of motion control systems.

Component suppliers package developed functions into components and existing DSLs support this task for
dedicated type of components (e.g., supporting packaging of sensor components [10]) or more generally
by providing dedicated views in model-based tools (e.g., see [86], [33]). Another approach is proposed
by Mallet et al. where functions are integrated directly in components conforming to a particular robot
software framework (e.g., [69]).

System architects are supported by various DSLs to assemble components into an overall architecture. DSLs
range from supporting the specification of domain-specific architectures and sub-systems (e.g., motion
control [83] or perception [54]) and general-purpose approaches [9] to languages for modelling architec-
tures of decisional autonomy [35] and the analysis of execution (e.g., scheduling, WCET etc.) properties
of robot control architectures [64].

System builders are similarly supported with DSLs as system architects, and the majority of existing ap-
proaches do not make a concrete distinction of these two roles. However, some approaches provide
dedicated views in their model-based tools to support the system builder [33].

Performance designer are supported by DSLs to specify non-functional requirements and properties on vari-
ous levels of abstraction ranging from components and sub-systems [56][80][94] to quality-of-service
properties of robot software middlewares [87]

Safety engineers need to specify and verify safety related requirements and existing approaches employ ei-
ther domain-specific abstractions to model safety-related aspects (e.g., [4]) or employ well-established
formal languages and approaches such as LTL [39] and other formalisms [3][31][30] to specify require-
ments and to synthesize systems and safe robot behaviours.

1.2.3 Development Processes in Robotics

While there are several reports about successful deployments of robotic systems in the real-world (e.g., deploy-
ment of robots in long-term domestic environments [50] or healthcare robots [57]), little is known about the
underlying and employed development processes used to engineer these and other applications. This is partly
due to the fact that in the robotics community it is more accepted and common to report about relevant and
successful core robotic algorithms (e.g., perception, navigation, planning and control) than to report about ac-
tual development practices. A notable exception is the work of Garcia et al.[46] where the authors assessed in
an empirical manner the impact of variability challenges to robotics software engineering. Another example is
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the BRICS project, where researchers assessed different robot application development processes and derived
a holistic process model, namely the BRICS Robot Application Process. The BRICS RAP [51] is a holistic
process model and combines several ideas and process elements known from traditional software engineering
(e.g., unit testing, agile development, V-Model etc.). In essence, the BRICS RAP is a multi-stage, iterative
and tailorable development process model composed of, to name a few, activities related to scenario build-
ing, platform building capability building and maintenance supporting different stakeholders. Even though,
the BRICS RAP paved the way to systematically work out challenges and desirables of robotics software engi-
neering, it remains a conceptual model. While some activities such as capability building are in the meanwhile
well-supported with tools and modelling approaches (see Section 1.2.2) some activities are not supported at
all. In particular, activities related to scenario building, scenario verification and so forth are crucial, yet over-
looked activities of robotics software engineering which greatly motivates the proposed ExSce concept and
methodology described in this deliverable.
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2 Concept and Methodology of the Executable Scenario

In this chapter we provide a definition of the main terms associated with the ExSce, namely the ExSce Concept,
the ExSce Methodology and the ExSce Workbench. Then we exemplify those definitions and derive models
as well as tools that can help SESAME stakeholders to exploit the ExSce.

Definition: ExSce Concept

Executable Scenarios (ExSce) are model-based narrative descriptions of robotic missions guiding the
engineering of MRS applications. An ExSce supports the definition of scenarios, composed of mission-
relevant and mission-plausible information. On the one hand, by mission-relevant information we refer
to, among others, the environment and its dynamics, time and events, objects (e.g., inspected building)
and subjects (e.g., human operators) and their potential behaviour. On the other hand, the mission-
plausible information describes acceptance criteria that enable the verification and validation of MRS
requirements. Both, mission-plausible and mission-relevant information are computer-interpretable
models and hence enable the transformation into artefacts which can be executed in different contexts
such as in simulators or on real robots.

Definition: ExSce Methodology

To put the ExSce concept into action, the ExSce methodology enables the structured development of
MRS from stakeholders’ scenarios. Hence, it comprises both a tailorable process model and associated
tools that guide and support the stakeholders in (i) specifying scenarios; (ii) transforming them to exe-
cutable artefacts; (iii) executing those artefacts; (iv) assuring the quality of the MRS in those scenarios;
and (v) generalizing those scenarios.

Definition: ExSce Workbench

The ExSce Workbench is a collection of tools that supports stakeholders in carrying out one or more
activities of the ExSce Methodology.

2.1 Exemplifying the ExSce Concept

To represent the narrative of the ExSce Concept, we follow the established practice of user stories [25] as com-
monly found in computer science. A user story facilitates the communication with end-users or stakeholders
of a software system. They are a natural-language specification that is easy to understand by a particular stake-
holder and allows them and developers to agree on software requirements. In the ExSce Concept, we extend
that definition to the whole MRS, including hardware and software, as exemplified in Figure 1 that shows a
potential, yet simple, user story of a mobile robot navigating in a hospital.

Stakeholder Robot Environment Task

Quality assuranceModelling

As a safety engineer, I want a disinfection robot in a hospital during navigation

to always keep separated from humans, so that it does not impose a risk.

Figure 1: Example user story for a disinfection robot

We follow the common pattern of user stories [104] to structure the narrative via “As a . . . I want to . . . , so
that . . . ”. Highlighted by the red box, we see the stakeholder or role from whose perspective this user story is
written. Each stakeholder introduces a different view on the scenario and its constituents, as we have already
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discussed in Section 1.1. The following three blue boxes represent the mission-relevant information from the
ExSce Concept, i.e. the robot itself, the environment in which the robot operates and the task that the robot
performs. The purple box shows the mission-plausible information, i.e. the acceptance criteria that are an
integral part of a user story that facilitate the quality assurance of a robotic system.

The user story already follows a semiformal structure, as indicated by the terms in bold font that represent
the keywords of the user story language. Yet, the highlighted terms remain in natural language and hence
inaccessible to computer-based interpretation. The objective of ExSce Concept is to provide means to formalize
those terms and capture their semantics as well as their links to the user story language via explicit models as
indicated via the green box.

While being a valuable approach in requirements engineering, a user story is still too abstract to execute
because it lacks more detailed information about the narrative or concretely measurable quantities. To this
end, computer scientist have introduced scenario specifications to express software behaviour (e.g., intended
reaction to events) in a natural way and to exploit those specifications for the actual implementation. Well-
known representatives of this approach are Use Case diagrams of the Unified Modelling Language (UML) or
more formal approaches such as Live Sequence Charts [29] and others [65]. However, for the ExSce Concept,
we employ Behaviour-Driven Development (BDD) that builds on the success stories of test-driven development
(TDD) [12]. While TDD is a methodology for testing implementations, BDD supports acceptance testing. To
this end, it employs scenarios to bridge the gap between software customers and software developers. The
success of BDD can also be tied to the availability of the (informal) Gherkin language7 and the Cucumber
software tooling [112] that supports developers in interpreting Gherkin user stories. Gherkin extends user
stories by the description of a narrative as a collection of scenarios. Each scenario description consists of a
given-when-then cascade that define the initial situation, an event or action and an acceptance criterion,
respectively. Figure 2 exemplifies such a scenario for the previous user story.

Robot

Environment

Task

Quality assuranceModelling

Given the robot is moving to a destination

and there exists a dynamic obstacle O,

when the robot encounters O,

then the robot does not collide with O.

Figure 2: Gherkin-like scenario specification to extend the user story from Figure 1.

2.2 Exemplifying the ExSce Methodology

As a next step, we focus on the ExSce Methodology that exploits the scenario models that we have discussed
above. To this end, we present the methodology’s process and tools that support the activities in that process.
Figure 3 shows a graphical representation of the ExSce process, which is composed of the five activities. We
visit those activities in the context of the example scenario in Figure 2 and, to keep it concrete for a wide
robotics audience, assume here a ROS-based robot [62].

Each activity can be supported by tools to various degrees. Most robotic developers follow this process in
one way or another, as we will also discuss in Section 4. However, they tend to skip a clear requirements
specification and transition to code quickly. As a result, many software solutions become implicitly tailored to
specific robots, environments or tasks and, hence, difficult to reuse in a different context.

7https://cucumber.io/docs/gherkin/
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Figure 3: Process view of the ExSce Methodology

Specification of Executable Scenarios This activity addresses the model building for the scenario. Here,
function developers would, for example, provide URDF [23] files for specific kinematic chains, component
suppliers would contribute, for instance, launch files8 or initial configuration files for ROS nodes, whereas
system builders create launch files for an overall robotic system. Those models are part of the robot in the
scenario specification. Performance engineers or safety engineers would usually reuse such existing models.

The stakeholder also must provide the robot with the task to be performed. Often the task specification remains
hidden in code. Yet, in various domains some formal representations have emerged such as the Planning
Domain Definition Language (PDDL) [47] in task planning (example in Listing 2), the Task Frame Formalism
(TFF) [71, 20] in motion control or behaviour trees9 in navigation stacks. In the example of Figure 2, the
task could be as simple as a navigation goal that is eventually sent to the robot’s navigation stack during the
execution, as shown in the more extensive Listing 1 (cf. navigation type).

- type: "navigation"
goal: [3.82, -2.5, -2.14]

- type: "lamp_control"
switch_on: True

- type: "standstill"
duration: 10.0

- type: "wall_following"
checkpoints:
- [ 3.16, -3.34, -0.56]
- ...
polygon:
- [4.11, -0.67]
- ...

Listing 1: Specification of a disinfection
task [88].

(define (problem disinfect-hospital)
(:domain disinfection-domain)
(:objects robot-1 - Robot

room-1 room-2 - Room)
(:init (robot-location robot-1 room-1)

(connected room-1 room-2)
(infected room-2))

(:goal (disinfected room-2)))

Listing 2: Simple mission specification in
PDDL.

8http://wiki.ros.org/roslaunch/XML
9https://navigation.ros.org/behavior_trees/index.html
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...
events:

- time: 0.65
variable: intIn
value: 2

- time: 0.8
variable: intOut
value: 5

Listing 3: Example scenario in libcosim.

wiggle = (-10 deg, 10 deg)
ego = Car with roadDeviation wiggle
c = Car visible, \

with roadDeviation resample(wiggle)
leftRight = Uniform(1.0, -1.0) * (1.25, 2.75)
Car beyond c by leftRight @ (4, 10), \

with roadDeviation resample(wiggle)

Listing 4: Example scenario in Scenic.

Additionally, the stakeholder must define the environment in which the robot should execute the task. This in-
cludes, for instance, obstacles, their shape, appearance or surface materials but also agents in that environment
or “events” occurring in the environment. Listing 3 exemplifies the latter of a libcosim scenario10 where at
defined points in time certain values are injected into a simulated system. On the contrary, Listing 4 is an ex-
ample that contains the description of an active agent c in the Scenic [41] specification. However, the example
specification in Figure 2 only defines the presence of a “dynamic obstacle” which could simply be realized in
an ad-hoc manner by a person randomly walking in front of the real robot or in a more controlled manner, for
example, by another robot that crosses in front of the robot under test. The degree of formality and control
tends to depend on the strictness of regulations.

Finally, the stakeholder specifies the mission-plausible information or acceptance criteria, here concretely,
that the robot should not collide with an obstacle. At this point, the specification may or may not link to a
concrete way of validating that criterion. For example, an easy “implementation” could be realized by the
safety engineer observing the robot and just noting down what they consider a collision. Instead, a more
objective analysis could also be based on the robot’s internal data or derived from external measurements such
as a motion capturing system.

To support the stakeholders in this activity, we foresee various candidates for models and tools. First, handling
the BDD specification as such, as we will discuss in Section 3. Second, another set of candidate models com-
prises the task definition (e.g. a more formal representation of “moving to a destination”) and the environment
definition (e.g. how and when should the dynamic obstacle move).

Transformation of Executable Scenarios Here, the scenarios are transformed to bring them into a shape
that is ready for execution either in simulation or on a real robot. For many artefacts, especially when they are
only described in natural language, a manual implementation is required and a human must make sure that this
implementation conforms to the requirements. However, as also discussed in Section 1 there already exist a
wide range of languages and related tools to automatically transform some of the robot-centered models into
code, for example, to derive a controller implementation from Matlab/Simulink models or to turn a declarative
PDDL mission specification into concrete plan via automated planning.

Additionally, in this activity, the acceptance criteria need to be extracted and potentially refined from the ExSce
specifications. In the running example, the choice on how to evaluate the “no collide” acceptance criterion must
be made at the latest at this stage. Similarly, the dynamics of the environment must be grounded in code or
configuration, for instance, by implementing a Gazebo plugin that lets an agent follow a predefined trajectory11

or randomly move12 in the environment.

The more commonalities there are between concepts, the more beneficial formal models and automated trans-
formations are. For instance, both, the robot’s task and the dynamic obstacle’s behaviour could be realized by
a trajectory or waypoint following controller and hence could share the same model representation and tools to
process those models. Further, candidates for tools comprise various code, configuration or deployment script
generators for various framework-related artefacts including monitors to evaluate acceptance criteria. Finally,

10https://open-simulation-platform.github.io/libcosim/scenario
11https://classic.gazebosim.org/tutorials?tut=animated_box&cat=build_robot
12https://classic.gazebosim.org/tutorials?tut=plugins_random_velocity
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the formal representation of all those models provides the opportunity to systematically and automatically
introduce controlled variations into (parts of) the models.

Execution of Scenarios In this activity, the stakeholder deploys all required software on the robotic sys-
tem, initializes the system as required and tries to solve the task. Tool-wise, the execution environments are
already well covered by the various established Robot Software Frameworks such as ROS or OROCOS. We
review the simulation side in more detail in Section 5. To obtain data to be used in the following activities, the
robot and the execution environment must be instrumented accordingly. In the ROS context, the former can
be done to a certain extent using rosbag13 if the appropriate data is exposed via topics. Otherwise, additional
implementation and tooling effort is required. For the latter, i.e. the instrumentation of the execution envi-
ronment, this could mean to interface with a simulator or, in the real world, employing external measurement
devices such as motion capturing systems. In any case, for traceability the recorded data should be connected to
(i) the artefacts produced by the scenario specification and transformation activities; as well as (ii) the run-time
system (for example the ROS node from which the data originated) via provenance meta-data [78].

Quality assurance of Executable Scenarios Quality assurance of Executable Scenarios consumes the
execution traces and provenance data. By applying the acceptance criteria to the data contained in those
artefacts, the execution can be evaluated and associated with scenarios. Section 4.1 demonstrates one possible
realization of the quality assurance activity that is employed in the hospital disinfection use case.

Generalization of Executable Scenarios The final activity, Generalization of Executable Scenarios
distils the outcomes of the previous phases to narrow down test cases, open up tolerances, add or remove
conditions to scenario specifications which results in generalized scenario templates. Given the insights from
the execution traces, the respective stakeholder can also contribute new scenarios.

In the running example of Figure 2, the safety engineer may find out that the initial scenario was incomplete.
For instance, (i) during the execution the robot was colliding with other obstacles such as walls that were not
explicitly listed; (ii) the robot was not colliding with the obstacle but approaching it too closely so that it would
result in uncomfortable encounters with humans; or (iii) the environment was not representative of the desired
deployment site due to a lack of constraints in terms of rooms or corridors.

From a tooling perspective, stakeholders could be supported by comparing multiple ExSce specifications to
identify commonalities or differences between such specifications. Such an analysis could then guide them in
generating ExSce templates to be reused across different robots or environments. Such templates could also
be valuable inputs for design space exploration tools that could, for instance, sample open parameters to test a
system for robustness.

2.3 Instantiating the ExSce for further Use Cases and their Stakeholders

Every stakeholder has a different point of view of the system, hence they also have a unique view on the
executable scenarios. Each stakeholder can benefit in different ways through the models and artefacts of the
ExSce tooling. In this section, the advantages of the tooling are explored for various stakeholders, through
user stories highlighting their objectives and benefits, and scenario descriptions that illustrate how they would
use scenarios for achieving their goals. In the following, we provide concrete, representative examples across
SESAME use cases.

13http://wiki.ros.org/rosbag
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2.3.1 Use case: Disinfecting Hospital Environments using Robotic Teams

User Story 2.1. As a safety engineer for a hospital disinfection robot, I want the robot to detect persons in its
surrounding area so that the robot can safely operate its UVC light.

Scenario 2.1.1. Given a person is <occluded>, when the robot encounters the person, then the robot detects
the person and the UVC lights are turned off after at most <time limit>.

Scenario 2.1.2. Given robot is outside the room and the room is lit with <lighting condition> and a person
is inside the room, when the robot enters the room, then the robot detects the person and the UVC lights are
turned off after at most <time limit>.

The tasks of a safety engineer should be supported by the descriptions of the scenario, by enabling the mod-
elling of hazardous situations and the appropriate response of the system. Variation points can be integrated
into the models to generalise the scenarios. In the scenarios above, these are introduced with terms surrounded
by angle brackets (<. . . >). Specifically, in the first scenario, the person (as seen by the robot) is occluded to
varying degrees; for instance, a part of their body or face is covered. In the second scenario, the room can be
lit with varying lighting conditions, such as sunlight or luminescent light. Given a model of those variation
points, a tool to support the transformation activity in the ExSce Workbench could sample from the specified
variations to generate inputs to a simulator. With support of a tool, different values for the variation points can
be selected, and appropriate artefacts can be generated, so that the system can be exposed to new situations
that might uncover edge cases.

The person detection component is mission-critical to safely perform the disinfection task. This component
could be powered by a machine learning model, which performance can be negatively affected when trained
over data that is not representative of all the possible situations. As it is a critical component, it is important
to generalise the training and verification process. This could be done by changing the posture of a person:
standing in the centre of the room, standing next to a wall, seated behind a desk; and changing the orientation
of the person: facing directly to the robot, turned 90 degrees, or facing away completely.

User Story 2.2. As a component supplier for a hospital disinfection robot, I want the robot to navigate in
long, featureless corridors so that it successfully reaches its goal.

Scenario 2.2.1. Given a long corridor without distinct features and the robot has the correct map of the
environment, when the robot is sent a navigation goal on the other side of the corridor, then the robot navigates
to the goal and the robot is localised for the entire task.

Scenario 2.2.2. Given a long corridor with carts and the robot has no knowledge about the carts, when the
robot is sent a navigation goal on the other side of the corridor, then the robot navigates to the goal and the
robot is localised for the entire task.

Component suppliers should be able to verify their components and assess their performance in simulation.
However, this can be cumbersome to implement as this requires a 3D model of the test environment. The
creation of one 3D model of an environment can consume too much time and effort with traditional man-
ual methods, such as modelling with a 3D editor. Furthermore, the effort needed for simulation-based testing
increases when variations of the environment are desired. The ExSce Workbench can reduce this effort by
providing models to specify environments and their variations (specification activity). Then during the trans-
formation activity a tool can automatically generate, among others, a wide variety of 3D simulator models.
When the component supplier detects a failure case of the component, he would introduce further, more tar-
geted variations of the scenario during the generalization activity. On the one hand, this helps to narrow down
the origins of the problem, on the other hand those additional scenarios also provides regression tests to detect
the failure early if it occurs again in the future.
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2.3.2 Use case: Dependable Multi-Robot Systems in Battery Innovation Centre

User Story 2.3. As a behaviour developer for a robot in the battery innovation centre, I want to specify how
the robot moves to pick up a battery, so that I can adapt the robots’ motion to different locations of the battery.

Scenario 2.3.1. Given a battery is located <location> in front of one robot manipulator, when the start signal
is triggered, then the manipulator moves to lift the battery, and the moving manipulator remains within the
tolerances of the <motion specification>.

In the battery innovation centre use case, the robot arms may need to manipulate batteries from different
surfaces, e.g. from an elevated surface, the floor, or transported by another robot. A behaviour developer
may wish to choose specific motion specifications that are most suitable for the particular location where the
battery is placed, as shown in Scenario 2.3.1. In this context, the ExSce workbench may provide tools to
specify different motions for robot manipulators.

User Story 2.4. As a function developer for a battery innovation centre, I want to use two robot arms to lift a
battery safely, so that heavier batteries can be manipulated.

Scenario 2.4.1. Given a battery is placed between two robot manipulators on a flat surface, when the start
signal is triggered, then the manipulators hold the battery at <height> for <duration> and the end-effectors
do not exert more than <force limit> on the battery.

In this use case, there also exist heavier batteries whose weight may exceed the specified limit of some robot
manipulators. The use of two manipulators to handle such cases is of interest to function developers. A
criterion to verify the success of the dual-arm lift can be the battery being held at some height for some
predefined duration. A criterion to ensure that the robot arms will not damage the battery can be a limit on
how much force the end-effectors may exert on the battery. In this context, the ExSce workbench may provide
tools to link the instrumentation needs as specified in acceptance criteria, here in the form of BDD scenarios,
to the corresponding monitors that can provide the relevant information available in the system.

2.3.3 Use case: Autonomous Pest Management in Viticulture

User Story 2.5. As a function developer of the drone’s trajectory planner, I want the planner to minimize the
distance between the robot’s current position and the next waypoint so that the robot passes through all the
specified waypoints.

Scenario 2.5.1. Given a trajectory with several waypoints, and all waypoints are in free space, when the plan
is generated, then the trajectory passes through all the waypoints.

Scenario 2.5.2. Given a trajectory with several waypoints, and obstacles are located near those waypoints,
when the trajectory is generated, then the trajectory passes through all waypoints, and the drone maintains a
distance to the obstacles of more than 50cm.

Scenario 2.5.3. Given a trajectory with several waypoints, and a dynamic obstacle, when the drone executes
the trajectory, then the drone passes through all waypoints, and the drone keeps a minimal distance to the
obstacle of 50cm.

The function developer for the trajectory planner of the drones will want to verify and validate that the func-
tionality they designed behaves as expected. As this is a single component running in a robot within an MRS,
there are different levels at which this can be done, for example, verifying the correctness of the optimiza-
tion algorithm, verifying and validating its behaviour in an integrated system using simulation, and validating
it in the real world against application requirements where its online behaviour to external phenomena can be
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tested. This also implies that throughout the development cycle, the function developer will communicate with
other stakeholders about the planner’s role in the system.

In this user story, developers will require minimally a task specification (e.g. the list of waypoints to be used
to generate commands) and the chosen optimization parameters of the planner itself. Depending on the level
at which the planner is being evaluated, developers need to evaluate the acceptance criteria given the task and
parameters being used. The execution of the scenarios can be done offline, verifying algorithmically that the
planner produces the correct output, or online using existing ROS-based tools to simulate or perform tests in the
real world. An analysis of historical execution traces can help identify the boundaries at which the functionality
degrades or fails, particularly when the planner is tested as part of the system. Generating scenarios with
variations across deployment sites (e.g. a different vineyard on a steep hill) and obstacles (e.g., multiple
dynamic obstacles of different sizes flying at different, potentially varying, speeds) provides new, unseen input
data for these tests (e.g. waypoints that require sharp turns or tasks that also specify the orientation for each
waypoint), and requires a corresponding acceptance criteria to be specified (e.g., tolerances on the computed
trajectory).

User Story 2.6. As a performance designer of an autonomous pest management drone, I want the drone to
spray only infected vines so that fungicide is used efficiently.

Scenario 2.6.1. Given a row with vines, and an infected vine V, and adjacent vines U and W, when the robot
is spraying vine V, then its altitude is 2.5 m above the canopy of vine V, and the localization accuracy is not
below 15 cm, and no fungicide is sprayed on vine U and W.

Scenario 2.6.2. Given a row with vines, and an infected vine V, and adjacent vines U and W, and the robot
is spraying vine V, when wind increases, then its altitude is 2.5 m above the canopy of vine V, and the
localization accuracy is not below 25 cm, and no fungicide is sprayed on vine U and W.

Scenario 2.6.3. Given a row with vines, and an infected vine V, and adjacent vines U and W, and the robot is
spraying vine V, when connection is lost to the Global Navigation Satellite System (GNSS), then its altitude is
2.5 m above the canopy of vine V, and the localization accuracy does not fall below 25 cm, and no fungicide
is sprayed on vine U and W.

A performance designer looking at the efficiency of the spraying drone will examine its nominal behaviour to
ensure the NFR for spraying are met. To evaluate this, the scenarios must define new or reuse existing robot
and environment models, the task specification (e.g. the waypoints of the vines to be sprayed) and the drone’s
configuration parameters. As acceptance criteria, the drone’s position should be monitored and compared
against the ground truth in simulation and the vines it has sprayed, and whether healthy vines were sprayed.
In the scenarios defined above, the performance designer of the spraying drone has set the lower threshold
to 15 cm for a nominal case (“good” performance) and 25 cm for scenarios with disturbances or failures
(“sufficient”). Note that “good” and “sufficient” localization accuracy thresholds are much different for the data
collection drone in this same use case (where the sufficient values are between 2 and 3 cm). The execution can
take place in simulation or the real world, and would require the ability to introduce environmental disturbances
(e.g. wind) and failures to the system (e.g. loss of communication with the GNSS). The acceptance criteria
might depend on the specific target application, so a comprehensive set of scenarios would allow the designers
to optimize configuration parameters to achieve a desired performance and specify the acceptable thresholds
for e.g. the localization accuracy.

User Story 2.7. As a safety engineer of an autonomous pest management drone, I want the robot to react to
high speed winds so that it does not damage the vines, other drones or people.

Scenario 2.7.1. Given a drone that is spraying a vine, when the wind speed exceeds the allowed limit, then
the spraying component is stopped.

Scenario 2.7.2. Given a drone following a route, when the wind speed exceeds the allowed limit, then the
drone does not fly at an altitude below 2.5 m from the canopy.
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Modelling
Metametamodel

Metamodel
Model

Realization

Quality assurance
Verification
Validation

Instrumentation
Acceptance criteria

Execution context
Real world

Hardware in the loop
Simulation

Robot
Fleet
Flock

Platform
Device

Component

Environment
Crowd
Traffic

Co-worker
Obstacle

Disturbance

Task
Skill

Motion

Table 1: Various design dimensions associated with the ExSce (partially based on [19]). Blue-
coloured tables represent core robotics domains that are present in the scenario specification.

Scenario 2.7.3. Given a drone A following a route and a remote sensing drone B following drone A, when
the wind speed exceeds the allowed limit, then drone B will maintain a minimum distance of X meters.

A safety engineer will be interested in scenarios that describe potential hazards and dangerous situations. This
user story must be verified and validated both in simulation and the real world. The former allows engineers to
put the drones in dangerous situations without the risks of damaging the system, its environment or living be-
ings. The latter is required to validate that the available mitigations work in practice and to reveal corner cases
that had not occurred to engineers. In this user story, in addition to the usual elements of the scenario specifica-
tion, engineers also want to specify the behaviour and parameters of the resulting disturbances from high wind
speeds. The acceptance criteria corresponds to the application’s safety requirements (e.g. no spraying during
high winds, no flying below the safety altitude, safety distance to other drones). To simulate the wind distur-
bances, the required code must be developed or generated (e.g. as a Gazebo plugin). For safety engineers, the
generation of new scenarios helps discover corner cases; for automated generation, the corresponding accep-
tance criteria could be automatically generated.

2.4 Design Dimensions, Concepts and Aspects of the Executable Scenario

While a pure scenario specification could be built from the robotics domains, this is insufficient for the ex-
ecutable scenario that also must consider (i) the realization of the robot’s behaviour; and (ii) the execution
context that the robot is embedded in. Additionally, the ExSce must be able to evaluate the robot’s perfor-
mance. Table 1 summarizes some recurring design dimensions of the ExSce with their major constituents.

2.4.1 Design dimensions and their concepts as focused views on the Executable Scenario

Modelling. The lowest level of abstraction in modelling is the system, which is also known as a realization.
One level of abstraction higher are the models, which are specific abstractions that represent the systems. Each
view or abstractions of the same system may introduce a new type of model, or the other way around, many
models can represent the same system. The core relation in modelling is that of conformance or conforms-
to [22] between models. A model conforms to its meta-model if it satisfies all the constraints imposed by the
meta-model . Hence, a meta-model is one level of abstraction above models and defines the language in which
models can be specified: a so-called domain-specific language. The mission specification in Listing 2 pro-
vides one example that conforms to the syntactic meta-model of PDDL and the semantic meta-meta-model of
topology — here, the connection between rooms.
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As we discussed in Section 1, a rich zoo of DSLs exists in robotics. An equivalently rich ecosystem of
tools is available to create meta-models or DSLs and support features such as creating, modifying, checking,
linking, transforming, storing or querying concrete models. Such tools can be realized within general-purpose
programming languages, using narrowly-focused language workbenches or on top of graph databases. Even
if the representation of models varies between tools, the meta-meta-models must remain stable, thus allowing
the definition of model-to-model transformations between not only tools but also different types of models.

Robotic domains. In the above example, only the robotics domains referred more-or-less directly to robot-
specific concepts, although at a very abstract level. The challenge in making a scenario executable and then
evaluating it, is that all those concepts require a more detailed representation. Many of those (meta)models,
fortunately, share a wide range of domain-independent meta-meta-models that have already been scrutinized
and formalized, often even in “outside” fields of research. Some examples include meta-meta-models of (i) ge-
ometry which introduces concepts such as points, lines, frames, position or orientation; (ii) kinematics with
concepts like velocity or acceleration; (iii) classical mechanics for momentum, force, or various “types” of en-
ergy; (iv) dynamics as the mappings between geometry and kinematics on the one side and classical mechanics
on the other side; (v) control to make systems move and estimation for perception; (vi) algorithms for the com-
position of computations; (vii) block-port-connector for hierarchical system composition [101] as can be found
in finite state machines, kinematic chains, dynamic Bayesian networks, component-based software systems or
bond graphs; or (viii) directed-acyclic graphs to represent partial or total order. For a more elaborate treatment,
we refer the interested reader to [19].

Quality assurance. The quality assurance design dimension in Table 1 includes elements which are nec-
essary to assure that the system being developed satisfies the requirements from various stakeholders, e.g.
user stories in Section 2.3. This typically involves defining criteria for verifying and validating that the listed
requirements are met, e.g. the BDD scenarios listed in Section 2.3. This in turn requires instrumentation to col-
lect the necessary information about the system and environment while the task is carried out. Such data can
be information about the execution, such as state transitions to verify that the UVC lights are turned off when
people are detected or execution time to verify that the lights are turned off quickly enough, in the hospital dis-
infection use case, e.g. in scenarios for User Story 2.1. Relevant information may also include estimations of
internal states of the robots or external states of the environments. Examples from the battery innovation cen-
tre use case include the applied forces at the robot arms’ end-effectors to verify that the batteries will not be
damaged by the end-effector, and the height of the battery above a surface to verify that the batteries are lifted
successfully (c.f. User Story 2.4).

While acceptance criteria can hint at the type of data necessary for verification, how such data can be acquired
depends on the capabilities of the specific MRS. Verifying the forces applied by the arms’ end-effectors on
the battery, for example, is dependent on whether appropriate sensors are available on the robots. If joint
torque sensors are available, the end-effector forces can be computed via forward dynamics, which demands
both such capability to be available during execution and the appropriate data to be exposed for collection
and monitoring. Furthermore, acquisition of the same information may differ vastly depending on whether
execution is carried out in simulation or the real world. Verifying the localization of a mobile robot, as in the
hospital disinfection or vineyard use cases, implies that ground truth position of the robot is available, which
can be directly acquired in simulation but is not trivial in the real world. Finally, instrumentation needs may
change over time, e.g. force estimation in the battery lifting use case is only relevant when the end-effectors
are in contact with the battery, which suggests on-demand adaptations of monitoring instruments are desirable,
both to conserve computing resources and to avoid collection of meaningless data.

Execution context. The execution context determines if the system is to be executed fully in simulation,
partially in simulation and real world, or completely in the real world. This has an impact on points like setup
and execution times (tend to be lower in simulation than in the real world), availability of data (usually better in
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simulation) or quality of data (more representative in the real world). Section 5 discusses this design dimension
and its joint points with other design dimensions in depth.

2.4.2 Aspects of cross-cutting concerns in the Executable Scenario

An exhaustive, in-depth analysis of all design dimensions and their interactions is prohibitively expensive.
Hence, guided and motivated by the use cases and challenges defined in SESAME, in the following chapters
and sections we investigate specific views on or slices through the design dimensions in more detail. Following
similar terminology as in aspect-oriented programming [58], we call such a cross-cutting view an aspect.

Then, the remainder of this deliverable focuses on the following aspects:

1. A further analysis of the concepts that underlie the ExSce itself to provide first steps to a formalization
of the ExSce (Section 3)

2. An analysis of future research and development directions of the ExSce guided by developer interviews
that provide interesting insights into real-world testing of robotic systems and show opportunities for
the ExSce, especially in the quality assurance (Section 4)

3. Transformation and simulated execution of scenarios for the mobile bases in the Locomotec use case
(Section 5).
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3 First Steps Towards a Formalization of the Executable Sce-
nario

Scenario specification is at the core of the ExSce methodology, and is an activity that is cross-cutting across
design dimensions and stakeholder views. As the first steps towards a formalization of the executable scenarios,
we identify concepts to specify missions, environment, robots and safety concepts from prior and related work.

3.1 User story and behaviour-driven development meta-meta-model

We have already seen in Section 2 that the BDD community has spent significant time and effort to establish a
meta-meta-model for user stories and scenarios that we are planning to reuse in the ExSce. The main concepts
are the placeholders in the textual notation and include

• the role or stakeholder;
• the activity to be performed; and
• the goal or benefit from that activity;

The narrative is the composition relation of the previous three concepts. Next, BDD introduces the
acceptance criteria as the composition relation of a set for each of the following three concepts

• the given initial situation;
• the when trigger or precondition of the scenario; and
• the then effect as the outcome of the scenario.

The user story is the composition relation between exactly one narrative and a set of acceptance
criteria. While Gherkin also offers keywords such as and, but, scenario template or background
those are just syntactic sugar over the core concepts.

We consider this to be a good meta-meta-model because it is simple and understandable in a time span of a
few minutes. In the context of SESAME the next challenge is to build meta-models that compose this meta-
meta-model with the concepts from the robotics domains. Additionally, we consider to compose the user story
meta-meta-model with the DAG meta-meta-model to realize time-wise orderings between scenarios.

3.2 Scenario Specification Concepts

In SAFEMUV14, we identified concepts and relationships for an inspection application of a multi-drone team,
which shares some commonalities with the viticulture use case. Figure 4 shows the relations between the iden-
tified concepts. This graphical model offers a birds-eye view of the relationships between different concepts
across design dimensions and domains. Whenever possible, we have attempted to generalize the concepts from
the UAV-specific application to more abstract SESAME concepts. However, this generalization is not exhaus-
tive: additional concepts and relationships derived from the design dimensions and identified in the ExSce
methodology, as well as concepts for specific stakeholder views will be added, e.g. provenance concepts for
quality assurance15 and concepts for the execution context.

Tables 2, 3 and 4 show the definitions of robot, mission and environment, and safety concepts initially iden-
tified. Robotic specification concepts will be integrated into the system modelling. Environment and robotic
models and meta-model s required for the execution of scenarios in simulation will be further discussed in
Section 5.

14https://www.york.ac.uk/assuring-autonomy/demonstrators/remote-inspection-
using-drones/

15https://www.w3.org/TR/prov-overview/

30 September 2021 Version 1.0
Confidentiality: Public Distribution

Page 17

https://www.york.ac.uk/assuring-autonomy/demonstrators/remote-inspection-using-drones/
https://www.york.ac.uk/assuring-autonomy/demonstrators/remote-inspection-using-drones/
https://www.w3.org/TR/prov-overview/


D3.1 MRS Design Concept and Methodology

Figure 4: Concepts (circles) and relationships (directed arrows) for specifying scenarios: Missions
(blue), robot (grey), environment (green) and safety (red) concepts.

Table 2: Robot specification concepts

Concept Definition
Fleet A set of robots deployed for a specific application.
Robot A specific instance of a robot as defined in [63]. Robot concepts should be

interpreted as a (recursively-defined) composite.
Robot Configura-
tion

A robot’s composition at a particular point in time.

Component Hardware, software or information objects according to the component
taxonomy in [63].

Capability The ability of a robot to perform an action [63].
Robot Action An action performed by a robot as defined in [63].
Operator Action Actions operators, such as a pilot, can perform in teleoperated or semi-

autonomous operations.

For each use case, we will investigate which stakeholder views require additional concepts. From the per-
spective of a safety engineer, for example, application-specific risk assessment concepts derived from their
regulatory requirements might need to be considered. In a more abstract level, Table 4 describes the basic con-
cepts from Bow-Tie Diagrams – a graphical model that establishes relationships between a hazard and a top
event (an undesired situation), and its causes (threats) and effects (consequences) – as a starting place. Events
are related to when clauses in BDD as triggers for the scenarios (threats) and then clauses as the (undesired)
outcomes. Barriers and controls are closely related to requirements and acceptance criteria, as they are test
conditions that need to be verified and validated according to internal or external regulations.

It is important to emphasize that the concepts described above are the elementary concepts which will be
formalized and extended as meta-models in Task 3.2 (Executable Scenarios Metamodels) of WP 3.
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Table 3: Mission specification concepts

Concept Definition
Mission A mission is a high-level task which should be achieved by the fleet.
Task A unit of work that is allocatable to a robot or robots.
Goal The specification of the post-conditions of an executed task.
Environment A description of the physical location where a mission takes place.
Volume A 3D region, usually with some semantic meaning attached, that restricts

the spatial boundaries where a robot should operate, e.g. operational vol-
umes for a mission or forbidden regions for a robot.

Area A 2D region that restricts the spatial boundaries where a robot should oper-
ate. Often a simplified version of a volume with infinite z.

Object Bodies on the environment with which a robot interacts during its tasks.
Different types of objects are usually present in an environment, e.g. obsta-
cles are objects that robots avoid.

Pose A geometric description of a location.
Requirement The criteria a mission should satisfy

Table 4: Bow-Tie Diagram concepts from [32]

Concept Definition
Event “An undesired system state where control over the hazard is lost”.
Barrier A collection of mitigation strategies that can be composed by multiple con-

trols.
Control “Any process, function, device, practice or other action that modifies a

safety risk”
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4 Developer Interviews: Empirical Analysis of Executable Sce-
narios in the SESAME Context

An organization’s testing policy depends on contextual factors, including operational constraints (e.g. available
resources), organizational policies, internal and external standards, among others. In this section, we provide
etnographic details of Locomotec and identify operational constraints that influence their test process. We also
analyse additional factors in this subsection, based on interviews conducted with two developers at Locomotec
to examine their quality assurance (QA) practices for their mobile disinfecction robot, and the test artefacts for
their latest test campaign. The QA techniques employed by engineers, who both are in charge of development
and testing, is key to ensure not only the correct functionality of the robot, but also to ensure that the safety
features, e.g. mitigating the risks of overexposure to UVC light, are sufficient according to standards. Finally,
we discuss development and testing challenges faced by engineers, and insights relevant for the ExSce in this
section.

Locomotec has 20 software developers, out of which, five are in charge of developing the ROS packages and
other software components used by the KELO AD robot. The experience level of the two senior developers
is on average 15 years, while the three junior developers have on average 4 years of experience. The team
does not strictly follow agile practices as part of their organization, but have adopted parts of them into their
development workflow, e.g. the duration of the sprints is variable according to the feature or issues currently
being addressed, and a subset of the developers is mostly in charge of the tests of all features (one senior and
two junior developers).

4.1 Test Process

Given that their development life cycle follows a mixture of models, they have different test strategies for
different parts of their life cycle. All their testing activities are motivated by the compliance with standards for
the UVC robot, and developers had regular testing sessions in order to comply with the minimum number of
testing hours required by internal guidelines as well. As part of their development process, and based on their
experience, they set a certain number of Key Performance Indicators (KPI), like kilometers the robot should
have navigated by the time they reach a given project milestone. This has the goal of exposing the robot to a
wide variety of situations in the real-world and is used by developers to estimate the number of hours a week
they should dedicate to testing activities. However, despite the considerable effort required for testing, it is
unclear what type of evidence they need to provide for certification. On Figure 5 the two main test processes
and its activities are illustrated.

On so-called field tests, engineers follow short, agile-like dev-test cycles. These testing sessions were held two
to three times a week, and had a duration of 4 hours on average, where engineers split their time roughly 50-
50 between development and testing activities. Test design and implementation activities were combined and
tests were usually executed right after.

Endurance tests follow a more classical test process. These types of tests usually take place full-time over a
week, where the pre-defined test cases are run multiple times. These sessions required a more structured plan-
ning process: engineers planned these sessions in a dedicated meeting where the test team defines the goals of
the test campaign, which test suites to focus on, and which test cases to include. The exit criteria for the tests
is mainly focused on robustness, i.e. the failure rates of components should be acceptable according to stan-
dards and the risk assessment of the robot, and is usually measured in mean time to failure, e.g. overexposure
or collision. Engineers carry out the first four activities of the test process (cf. Figure 5, Endurance tests) in
this meeting as well.

Test planning is informed by the standards the team is using as a baseline to argue about the safety of their
system – three of those are related to the safety of mobile robots and two are specific to the UVC light emissions
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Figure 5: Test processes for the UVC Arodis robot, including the activities covered in the field (blue)
and endurance test process (green). Partially implemented activities or information flow are in yellow.
Test work products are in grey.

– and by the Failure Modes and Effects Analysis (FMEA) that is conducted in parallel by the engineers together
with the hardware team.

The test monitoring and control activities are mostly carried out by the engineer leading the testing efforts,
who examines test results and logs and assesses the progress of the test campaign according to the exit criteria.
Together with the testing team, they also determine if additional test runs or new test cases are required. Test
analysis is also tightly related to the FMEA process which heavily influences what to test. Both activities
reveal defects of the system under test and help developers prioritize which features to test first. Test design
techniques employed by engineers will be discussed in more detail in Section 4.2.

Test implementation activities take place shortly before the scheduled test dates where tests are finally executed.
Test artefacts for these activities are discussed in more detail in Section 4.3.

4.2 Testing Practices

Conventional testing techniques, like the use of unit tests and continuous integration (CI) tools only play a
smaller role on the ARODIS robot. Interestingly, these techniques have been used for many years on another
robot developed by Locomotec. This choice is related to the cost of developing and maintaining testing in-
frastructure [5] and the return on investment of applying these techniques. Tests are conducted indoors, with
network access and on a higher frequency than their other robot, which is tested outdoors on remote locations
and with no network. In practice, this means that the time required to find and debug issues is much shorter for
ARODIS and therefore the benefits of unit or integration tests that could be run on CI is much lower.

Experience-based testing is the predominant test design technique, engineers use their experience and knowl-
edge to design and choose test cases. Exploratory testing and error guessing are the test design techniques
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used at the current TRL: Rather than define clear exit criteria for their tests, engineers are more interested in
evaluating the performance of the robot over time or find “ways to break the robo”.

Equivalence partitioning is another technique used by developers to minimize test case explosion and target
those use cases where they would gain the most (new) information. Testers divide possible test input variations
into equivalent classes, taking into account information from safety risks identified through the FMEA and
developers’ experience. Discrete variables such as presence of occlusions, or the standing/sitting position
are straightforward to identify as partitions. Continuous variables are partitioned with information from the
FMEA, component specifications (e.g. UVC lamps and sensors), and engineers’ experiences.

As an example, to identify partitions in the distance between robot and person for person detection tests, engi-
neers created a table that listed possible sensor configurations as rows and the distance to people as columns.
The latter had increments based on their experience and the boundaries at which the sensor could detect a per-
son, as well as the range at which UVC light is no longer dangerous. Based on this information, cells were
classified into high confidence of detection or no danger (green), uncertain about detection (yellow) and high
confidence of failure to detect people (red). Yellow cells and their boundaries to green and red areas are the
main focus of the tests cases, since they provide information about the boundaries at which the robot could
operate safely.

4.3 Test Work Products

A number of test products are created as the result of activities in the test process as shown in Figure 5.

Test scripts include three classes of tests: person detection (TCP), navigation (TCC) and person detection and
navigation combined (TCPC). Both TCP and TCC test cases describe component-level tests, whose goal is
to evaluate the performance of those components. The former evaluates the people detection based on the
number of false positives and false negatives, as well as the model’s precision and recall. The latter evaluates
the navigation component as it follows a disinfection route based on the time required to disinfect the area
and the distance traveled. TCC is on occasion also used as an integration test between the navigation and the
person detection components, without evaluating the performance of the latter. Finally, TCPC test cases are
system-level tests with the objective of testing the full disinfection workflow, combining the disinfection task
with its safe operation based on the people detection component. In addition to the performance metrics of
the two prior test cases, they record the amount of UVC light a person is exposed to during the task. TCPC
is a performance test where they measure how efficient the system is at disinfecting (by measuring the UVC
intensity with the help of a hand held UVC light meter).

Each script contains the goal of the test class, which are the relevant statistics for these types of tests, and the
test suites included on each class. Subsequently, each test suite includes its description, which raw information
to record from the robot, which statistics to compute (based on the test class statistics, but if necessary adding
relevant ones for the test suite), assumptions from the testers, and a table listing each test case, and the values
of each input variable based on the equivalence partitions. Perception tests were the focus of this test campaign
and clearly represent the largest proportion in number of test cases and variations to be tested. These test cases
had the longest “lifespan” on average, i.e. the number of days between the first and last test run for a given test
case, and the largest variations in the number of runs per test case.

Test reporting is done on an in-house tool called “Technology Readiness Level Test Report Library” (TRL2).
Once test cases are defined, the TRL2 tool is updated based on the test scripts. The tool uses a formal model
based on the ISO 29119 standard for software testing to define the test report template. After a run, these
models are presented to the tester as a web form with fields for the tester to input information manually, and
provide developers with a way to add observations to the test runs right after their execution. These reports
can contain multiple runs allowing testers to collect data about different variations in the test suite based on
their test case definition. The tool was developed to improve the traceability between requirements (FMEA),
software (bugs and hardware issues) and test runs. However, the time required to record and annotate test runs,

Page 22 Version 1.0
Confidentiality: Public Distribution

30 September 2021



D3.1 MRS Design Concept and Methodology

along with the cost of development and maintenance of the tool itself are prohibitive for such a small team.
This is in line with other criteria used by the team about the cost of testing [5].

As for log files, engineers rely on the rosbag tool16 to record a subset of topics relevant to the test suite
being tested. The replaying capabilities of rosbag files also play an important role when testing the people
detection component, as they can be used to assess its performance on real-world data after models have been
updated. Person detection logs contain statistics about the performance of the person detection component;
this information is also contained in the rosbag files, but these CSV files provide engineers easier access to the
data needed for analysis without having to replay each rosbag file. In addition to that, engineers store the video
stream on some runs which can be reused to test the person detection models.

They also use a git repository to keep track of test incidents (bugs/issues that were not fixable in a field test
session), mostly hardware related. In addition to some basic metadata, these incident reports contain the
software versions and hardware configuration of the robot, links to other reports (test run reports, other test
incidents, git issues) and the risk assessment of the failures. This assessment is quantified for the FMEA by
computing the risk priority number (RPN) of the issue based on (i) the severity of the fault, (ii) the likelihood
of it occurring and (iii) the likelihood that it can be detected. Once the fix has been implemented, the software
and hardware versions of the components that include the fix, along with the updated risk assessment are added
to the issue.

4.4 Development and Testing Challenges

Quality assurance processes can be supported by the ExSce methodology and tools (Figure 3), and have cross-
cutting implications for the design dimensions of the ExSce. The interviewed engineers reported a high level
of confidence on their test process, but acknowledge that the variations they have considered in the defined test
cases might not be sufficient to assure that KPIs are reached in other environments. On the question of whether
the amount of testing they had carried out was sufficient, an interviewee said:

No. [Navigation tests do not] account for changes in the environment. If there are now many
tables and chairs suddenly in the corridor, this we didn’t test. So I would like to have tested all
possible combinations to be perfectly sure, but that is not feasible. [...] we have not explored
simulation [to vary the environment] so I would like to have a better understanding of all kinds of
clutterness, messiness, extremely long corridors and lots of rooms that you can not test in reality
with a real field-test. [Under] normal conditions I feel reasonably comfortable, but everything
that is a bit beyond what we have so far tested I just want to be on the safe side but this is very
difficult to create. And for person detection I think we have already good coverage I have also a
good feeling here, but I would like to have some tool that says you have indeed not overlooked a
particular scenario or something that you missed completely. [...] tests are [carried out] under
controlled conditions, but how does it scale up? I’m also rather confident that in the normal
cases it works as expected but I would like to know what we have forgotten or corner cases. [...]
something that is beyond what we have thought in our variability or we made this discretization
in meters and maybe there was something we overlooked or we should have done it with more
resolution or we should have tested smaller or longer [distances]. What I would really like is
to have stressy environments that I cannot easily reproduce in reality, just to be sure that the
performance is as in the other tests.

This challenge is related to the variability of the environment, as engineers have a limited amount of time
and resources and it is impossible to test all possible combinations. Even if resources were not a constraint,
the tests engineers have conducted only seem sufficient for the variations the physical environment allows

16http://wiki.ros.org/rosbag/Commandline
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them; engineers lack the ability or resources to manufacture real-world scenarios that cause corner-cases and
environment variations beyond what their test bed offers. Test analysis and design activities can be supported
by minimizing the bias of purely experience-based techniques, and data from executed scenarios can provide
an overview of the test space.

While the current test processes are informed by risk assessment activities and standards, stakeholders rely on
handcrafted methodologies and tools to integrate them. Assured scenarios can be used to generalize scenarios
and to identify ExSce templates, enabling stakeholders to test a wider set of variations in simulation. Ideally,
the information flow between the risk assessment processes (e.g. FMEA) and standards and activities in the
test process would be bidirectional. For example, for the dashed arrow in Figure 5 between the test analysis and
FMEA activities, the assurance of the FMEA risks would be included in the exit criteria, and the results and
progress of the testing activities adds or updates risks in the FMEA worksheet. About the flow of information
between test analysis activities and the FMEA, an interviewee said:

[...] we don’t really do that so much, but this is how we would like to do that. The reason is that
we don’t have good tooling for that, but what I would like to do is we are working on the person
detection component, and we know there are some failure modes, [e.g.] person is not detected
and [...] we would like to have the statistics automatically linked to the likelihood of an event
happening, so we can trace back that the likelihood is very low because of this test campaign.

And when asked if there was information flow between test analysis (what to test) and test design (how to test)
and the FMEA process, an interviewee answered:

[Test analysis and design is] based on mitigations and subcomponents of the FMEA. There is an
assumption, this is kind of not standard, that we have a hierarchical decomposition of the system
that is used for FMEA, which is by definition of FMEA not necessarily the case.

For this, stakeholders need to maintain the traceability between (safety) requirements and executed scenar-
ios. The ExSce methodology and tools can support these activities through the provenance data of executed
scenarios. Provenance data allows stakeholders to trace back executed scenarios to requirements, scenario
specifications and acceptance criteria. As a result, these data can also be used as evidence of a SUT’s com-
pliance with standards, and support stakeholders with test monitoring and control activities. When asked why
did they choose to develop TRL instead of using another (automated) tool to manage their tests, engineers
responded:

Other tools didn’t fulfil our requirements at the time. The idea was that this would support the
overall testing process. There is a feature in TRL [tool] where a test report templates are defined,
and testers would follow some steps: define the template for each test, including its goals and the
steps to follow, and then they would go ahead and fill out the test reports. It was supposed to have
some automated information from the robot. At the time, there was no fully integrated system for
this that linked all the information together. We don’t fully exploit all the features because the
current system is a bit tedious and requires a lot of [manual] effort, so only the test reports are
used during prototyping. The goal of the [TRL tool] workflow was to first model the system for
the FMEA, then define tests for [each of] the components, and generate reports for them. It was
also integrated to issues on GitLab so you could create tests for a specific issue or once the test is
done, it was also possible to create issues directly from the report interface or close related ones.

An important aspect to consider as part of the process/methodology design dimension during the development
of the ExSce methodology and tools is the return on investment for stakeholders. Given that the cost and
resources of testing robotic systems are already a challenge for many [5], and is in line with the rationale for
(not) adopting test practices by engineers as described in Section 4.2, the ExSce should support and integrate
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well with existing development workflows, and the benefits and insights obtained by stakeholders from the
ExSce methodology and tools should exceed their implementation and maintenance costs. Tailorability is also
a key aspect of the generalization of scenarios, as it should support the reuse of models across applications
(e.g. the ARODIS robot shares hardware components with other robot models for logistic tasks). Similarly,
the ExSce tooling should support integration with existing development frameworks and enable developers to
easily query information about executed and assured scenarios for analysis. Engineers explain why they create
person detection logs even though the information is available on the rosbag files of their experiments:

It is just an easier way for me to create scripts and statistics because I just create all this CSV
files and [load them] on a Jupyter notebook, process all the data, and create statistics for typical
measures of object detection.

Although rosbag is a common tool used by testers [5], its data is only available when replaying the files and
therefore requires additional processing to make the performance metrics of components accessible for analysis
throughout the test process.
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(a) Gazebo (b) Unity (c) WeBots

Figure 6: Three representatives of multi-domain simulators currently available that enable the simu-
lation of robotic platforms.

5 Scenario Execution and Simulation

Verification and validation (V&V) is a key step in the development of any software application. This is es-
pecially true for cyber-physical systems, as their interactions with the environment poses safety and security
concerns that are stricter than in other software domains. Hence, numerous tests are needed to reach a level of
confidence that all requirements are being fulfilled, including those regarding safety and security. This activ-
ity can be performed in the real world with the robot, or in a virtual world with an abstraction of the system
and its environment. Both have their strengths and weaknesses, but in general they both can be used to reach
the confidence level required to validate the application by finding faults [106]. To use a virtual option is to
use a simulator, which can be used at various levels of abstraction of the system and during different stages of
development.

Modelling the system and specifying the scenarios are fundamental steps in the development process to docu-
ment the system and its working environment. Through the ExSce methodology, the process of verifying and
validating can be streamlined by exploiting the models from the previous design stages. While scenarios can
be executed in real and simulated environments, there is a real value in using simulation for the automatic set-
up and execution of scenarios with faster execution than real-time. For this reason, this section focuses on
simulators and their capabilities to implement scenarios.

Simulation as a tool is valuable for many reasons. It can be used to test the capabilities of the system before
there is a physical platform, enabling prototyping and software building at early stages of development. It can
also be used to assess functionality and find faults when the tasks to perform or the environment are considered
unsafe, reducing economic losses and health risks [106]. Furthermore, simulation enables the automatic and
unsupervised execution of scenarios, whose results can be automatically or manually graded. However, there
are challenges that complicate the integration of simulation into the development process, such as the reality
gap and the complexity of setting up the simulation environment [6]. There are numerous simulators available
for commercial or research purposes, so developers who wish to take advantage of current simulators need to
consider their options carefully. Between simulators, there are many differences which have an impact on the
results of the simulated tasks, and therefore, in the confidence level of the results of the scenarios.

5.1 Overview of Current Simulators

In recent years many simulators have been released to the roboticist community. The efficiency and accuracy
of these simulators depends on many factors; among them are the abstractions chosen by the designers and
developers of two important components: the physics and the visualisation engines. Current simulators rely on
physics engines to perform the calculations required to simulate the mechanical interactions of the real world
through models based on the study areas such as rigid body dynamics, soft-body dynamics, fluid dynamics.
Popular physics engines include the Open Dynamics Engine [102], Bullet Physics [26], and MuJoCo [107].
Engines can differ in their representation of bodies in space and their constraints, the calculation of velocities
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and forces, and other abstractions required to approximate the behaviour of bodies in the real world. All of
these aspects affect the fidelity and effectiveness of the engine.

In addition, most simulators rely on 3D engines to render the graphics for the visualisation of the simulation.
Engines such as OGRE 17, Blender18, and the Open 3D Engine 19 must perform complex operations, such as
ray tracing, that take into account the attributes of the scene and the 3D models within it to generate the visuals.
To achieve it, the engines consider the perspective of the camera, the textures of the object and their opacity,
and the lighting of the scene and its effect on the objects. While this might seem trivial as many simulators can
be run without visualisations (headless), the rendering process impacts the realism of the generated images,
which are used for simulating camera sensors. As rendering is computationally expensive, simulators either
do not run at real-time rendering photo-realistic scenes, or run with lower-quality rendering to keep real-time
performance.

The efficiency of a simulator is a predominant concern for many developers of MRS. As the number of robots
included in a scenario increases, the efficiency decreases. This is a result from an increase of state variables
for the bodies (such as velocity and acceleration) that have to be updated, an increase of movement constraints
(such as joints in a manipulator) that need to be checked, and a rise in collision tests that must be performed at
the end of the time step during the simulation. Depending on the abstractions, the geometrical representation
of bodies, and integration methods, the efficiency of simulators when more than one robot is simulated varies
greatly [90]. As the overall efficiency decreases and resource consumption grows, more time it is needed to
complete a single run, making simulation challenging for MRS with a high number of robots in the scenario.

Apart from the differences in performance, simulators may differ in the robotic platforms, tasks, and envi-
ronments they can simulate. Some simulators offer narrow abstractions to simulate a specific type of tasks
with high fidelity, such as GraspIt! [76], which enables the accurate simulation of manipulation-related tasks
with various robotic grippers. Other simulators may focus on simulating specific platforms, such as UTSim
[7], which supports the simulation of UAVs MRS by offering relevant abstractions for the type of application.
This includes general attributes such as weather conditions and communication problems, as well as domain-
specific entities such as ground control stations. There are also environmental abstractions that are required
to accurately simulate an application. For instance in the case of underwater robots, the performance of their
sensors depends on environmental conditions found in the water, including currents, temperature fluctuation,
salinity and pressure [34].

The majority of commercially available robotic simulators are multi-domain simulators, as they offer abstrac-
tions to support a wide-range of applications with a sufficient fidelity for most use cases. Popular simulators in
this category include Gazebo [61], Webots [75], MORSE [36], ARGoS [89], and CoppeliaSim [96] (formally
known as V-REP). Their features facilitate the simulation of tasks such as navigation, planning, perception,
manipulation, mapping, and learning. Even with similar features and capabilities, choosing one simulator to
perform a certain test can still be a challenge, as performance can be impacted by the characteristics of the test
and how are those characteristics handled by the simulator [82], [90], [11]. For instance, the hospital disin-
fection use case of Locomotec can be simulated in Gazebo and Unity, as both have the models necessary for
simulating a wheeled robot with all the sensors of the real robot. At the time of writing, Locomotec uses both
simulators for performing tests, but has chosen Unity as the main simulator since it offers better performance
with multiple robots than Gazebo.

One challenge of using simulation is the lack of tailorability of the models required by the simulators. Every
simulator will support different formats and models, so the effort required to set up a simulation can vary
greatly depending on whether a model is available. Since every simulator supports different model formats,
some models will not be easily reusable. Some models will require a transformation or a parser, but if this
is unavailable then the models are locked to a single simulator software. This is not ideal, as high-precision
modelling requires high amounts of effort.

17https://www.ogre3d.org/
18https://www.blender.org/
19https://o3de.org/
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Simulator RSF supported OS
supported

License Latest
update

Robot platforms

Gazebo ROS, Player,
Yarp*

Windows,
Mac, Linux

(Ubunut,
Debian)

Open
source

2019 wheeled robots,
legged robots,
UAVs, Arms

WeBots ROS, TCP/IP Windows,
Mac, Linux

(Ubuntu)

Open
source

2020 wheeled robots,
legged robots,
UAVs, AUVs,

Aerospace
vehicles, Arms

MORSE ROS, YARP,
socket-based
protocol, and

others

Windows†,
Mac†,
Linux

Open
source

2019 wheeled robots,
UAVs, AUVs,

Arms

CoppeliaSim ROS Windows,
Mac, Linux

(Ubuntu)

Close
source

2021 wheeled robots,
legged robots,

Arms
Unity ROS* Windows,

Mac, Linux
(Ubuntu)

Close
source

2021 wheeled robots

Table 5: Summary of support for operative systems (OS), Robot Software Frameworks (RSF), and
robotic platforms offered by simulators. (*) Supported through library or plugin. (†) Not officially
supported, not all capabilities available.

A comparison of commercially available simulators is presented in Table 5, and some of these simulators are
illustrated in Figure 6. However, the overview provided is incomplete, as it does not take into account the
abstractions available in the simulators. The robot software framework (RSF) and OS supported columns give
an idea of how many developers are supported. It is also useful to consider the type of license used, latest
update, and robot platforms supported as those aspects are relevant for deciding which simulator to use.

5.2 Variability in Scenario Execution

One of the challenges of testing, specifically with simulators, is the variation present at different dimensions
of the testing process. For instance, there is variability on the objective of the scenario, which can go from a
functionality test of a single component to the validation of the entire system. In addition, there is variation on
the acceptance criteria used to measure the results, both in terms of dimensions (time, distance, correctness)
and fulfillment criteria (boolean, percentages). Moreover, there can also be variability in the scenario, as it is a
useful way to discover software faults and make sure the system is performing as expected in general and not
in only one scenario [49]. Finally, there is variation on the functionalities of the simulator software.

Choosing a simulator for a scenario can be complex when taking into account the variability of the simulators,
especially if a developer is trying to optimize the execution. That is, obtaining the most information on the
behaviour of the system with the least number of simulation runs. The factors that make this decision difficult
include:

• The available abstractions: The system-under-study imposes constraints on the simulator used to exe-
cute the scenario. A MRS consisting of drones in a hostile environment has simulation requirements dif-
ferent from a MRS of mobile robots in a hospital. Between these two applications there are requirements
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regarding simulating hardware components such as specific sensors and actuators, and environmental
conditions relevant for the application.

• The objective of the scenario: Simulators can be used for a variety of tests with different goals in mind.
Depending on the goal, certain characteristics are required in a simulator: For functionality testing all the
relevant hardware and software components should be able to be simulated within a degree of accuracy;
for regression testing the simulator should be able to run headless and be configurable through an API;
or for stress testing the simulator should be stable.

• The level of abstraction: The realism of a simulation is determined by the abstractions of the simulator
models. Motion and other phenomena can be modeled by abstracting away aspects that influence its
behaviour. Complex models that include many aspects can generate realistic behaviour at the cost of
performance. No model can or should include all the aspects of a behaviour, but rather abstract away
aspects in accordance with the goals of the simulator [15].

• The level of granularity: The abstractions used by the simulator can have different effects on the perfor-
mance depending on how detailed they are [19]. More detail results in higher fidelity, but less efficiency,
and vice versa. For instance, collisions between complex solids are often approximated using primitive
shapes such as cuboids, cylinders, and spheres. When these calculations are performed with the meshes
of the solids they are more accurate at the expense of the time required to compute it.

• The acceptance criteria: The metric used to evaluate a specific scenario has to be measurable by the
simulator. In some cases, the measurement of a metric is not natively supported, and so the developer
must use either a community-available plugin or write their own in order to extend the functionality of
the simulator and measure the metric.

• The simulation technique: Simulation techniques such as hardware-in-the-loop, software-in-the-loop,
human-in-the-loop, and co-simulation are often used in the testing process, and can be a deciding factor
for developers.

As mentioned before, simulators offer a variety of functionalities to the users. With so many functionalities,
how can a developer determine if a certain simulator is the best for a certain scenario? One way to do so is to
look into the capabilities of the simulator. Simulator capabilities can be seen as a combination of the presence
of a simulator model, the level of abstraction of the model, and the requirements of the application. This
definition hints that there exist functional and non-functional aspects of the models that determine whether
a simulator is able to execute a scenario, even though the line between the two can be blurred. To illustrate
this point, consider the force of buoyancy, relevant for underwater robot applications. A simplistic model of
buoyancy can be composed of a spring and a center of buoyancy, resulting in an efficient approximation [77].
Here, the presence of a model for this force is the functional aspect, and the accuracy and efficiency are non-
functional. For a game engine this model is capable of producing the desired results. However, a simulator
of a robotic underwater application requires a more detailed model to obtain trustworthy results. In this case,
the requirements of the application regarding accuracy determine that the model is not capable of simulating
buoyancy, even though the model is present in the simulation.

5.3 Simulator Models

A simulator is able to run a scenario when it uses appropriate models to simulate the behaviour and interactions
of the real-life counterpart object or phenomenon. Defining the appropriate model is complicated. On the one
hand, a very granular model might enable very accurate results; but on the other hand these intricate models
are more computationally expensive, reducing the number of executions that can be completed in a certain
time-frame, thus making simulation less appealing. Additionally, there is the question of whether a model has
enough granularity to produce trustworthy results. The main sources for errors in simulation are numerical
integration errors and model errors. The former relates to the errors obtained from the time steps selected,
related parameters, and the integration method used to update the state of the system; whereas the latter relates
to incorrect or incomplete assumptions in the mathematical models [37].
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It should be noted that the simulator models are different from 3D models of structures or URDF files, the
former are used to enable the simulator to recreate the behaviour of the real world and present the results [15],
whereas the latter are used to describe the concrete system to be simulated. While the two are needed to create
a test in simulation, the study will focus on the simulator models as these determine what can be simulated and
what can be modeled. Models such as URDF and SDF are compositions that conform to the simulator models
and can be composed of several model domains. For instance, the URDF description20 presented in Listing 5
illustrates some of the models required to represent a robot in simulation.

1 <robot>
2 <link name="base">
3 <visual>
4 <origin xyz="0 0 0" rpy="0 0 0"/>
5 <geometry>
6 <box size="0.5 0.1 0.5"/>
7 </geometry>
8 <material name="white">
9 <color rgba="1 1 1 1"/>

10 </material>
11 </visual>
12 <collision>
13 <geometry>
14 <box size="0.5 0.1 0.5"/>
15 </geometry>
16 <contact_coefficients mu="0.3" kp="0.4" kd="0.0"/>
17 </collision>
18 <inertial>
19 <mass value="5"/>
20 <inertia ixx="0.1" ixy="0" ixz="0" iyy="0.2" iyz="0" izz="0.1"/>
21 </inertial>
22 </link>
23

24 <link name="link" />
25

26 <joint name="joint" type="revolute">
27 <parent link="base"/>
28 <child link="link"/>
29 <origin xyz="0 0 0" rpy="0 0 0" />
30 <limit lower="-2.95" upper="2.95" />
31 <dynamics damping="0.0" friction="0.0"/>
32 </joint>
33 </robot>

Listing 5: URDF description for a simple mechanism that showcases different model domains

In the URDF file (Listing 5), a <robot> is defined by <link> tags connected by <joint> tags that constraint
the link’s movements. Each link is defined by <visual> and <collision> information, which require
geometric information defined through the <geometry> tag. In addition, inside these tags related properties
such as the material and contact coefficients can be specified. In the same way inertial properties such as the
mass and the inertia tensor for the links can be defined with the <inertial> tag. This specification is used
during the simulation, where the geometric, inertial, and constraint information is used by the physics engine
to recreate the physical interactions of the real world.

Another format for describing robots is the simulation description format (SDF) 21. Similarly to URDF, with
the SDF format the geometric, visual, collision, inertial, and dynamic information can be specified. In addition,

20http://wiki.ros.org/urdf/XML/
21http://sdformat.org/
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Figure 7: Common models present in dynamic simulator software and their relationships.

the format enables defining information on the environment and external agents. This description is richer than
the URDF file, which concerns the robot properties exclusively. Both of the meta-models make assumptions of
the simulator models that they have to conform to, as they are intended to be general. In other words, there can
be aspects that need to be defined for a scenario that are not available among the concepts of the meta-models.

From this example it can be asserted that simulation involves simulator models from multiple domains, and
that these models have relationships between them. An overview of the most common simulator models and
their relationships can be observed in Figure 7. In the diagram, a containment relationship conveys that a
model is composed of another model. For instance, the optics model is composed of models for lighting,
textures, material, and shader. On the other hand, a conforms to relation indicates that a model conforms to
any constraint imposed by another model. For example, the constraint model determines which movement
constraints (such as joints) need to be considered in the dynamics model, and which actuators can be modeled.

Simulator models can vary in what is abstracted away to create the model, where the requirements of an
application determines the level of abstraction. For a specific application the selection or design of a model is
straight-forward, as the requirements are known. For a simulator this is different, as the simulator developers do
not know the requirements of the simulation users, hence the developers have to decide the level of abstraction
of the models based on target applications and the users determine if the fidelity of the model suits them. This
poses another challenge of tailorability as one of the goals of SESAME is to make scenarios reusable between
projects, but due to the variability in the models a scenario could be executable only in a group of simulators,
which limits the reusability.

To determine if a simulator is capable of simulating a scenario, we must look into the simulator models used by
the simulation software, and the requirements of the scenario imposed by the system, environment, agents, and
acceptance criteria. Obtaining these models requires a domain analysis on current dynamic simulators. This
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study can be expanded to include robotic simulators, hardware simulation, and control simulation software.
For the analysis many dimensions have to be considered, and initially can include:

• Mechanics: The reproduction of physical phenomena is a fundamental part of simulation of robotic
systems. Simulators need to perform calculations to reproduce behaviour that conforms to classical
mechanics (kinematics and dynamics), including rigid-body dynamics, soft-body dynamics, and fluid
dynamics.

• Collision detection: Although it is related to the mechanics domain, collision detection is often a sepa-
rate engine. Its purpose is to determine the instant two or more bodies in the simulation make contact,
and determine relevant information to simulate the reaction of the bodies.

• Geometry: Defines how objects are mathematically represented in space, including their pose (position
and rotation), volume, and shape.

• Optics: Models in the domain are often used just for visualisation purposes, enabling the stakeholders
to view the functionality of the system. Lighting, textures, and materials are common models available
by the visualisation engines that can be composed into the scene. Additionally, shaders are models
which are used to provide instructions on how to render the image. Together, these models influence the
realism of the rendered scene, which can affect the performance of simulated perception tasks.

• Sensors: Every simulator offers a variety of sensors to compose the hardware platform. Their accuracy
is determined by the logic behind the simulation, the mechanics, and optics. Common simulated sensors
include cameras, laser sensors, force and torque sensors, and odometers. Simulators may also include
noise models for these sensors, with the goal of recreating the imperfect readings of the real world.

• Actuators: Common actuators are also offered by simulators; however, these depend almost exclusively
on the physics engines, as these engines provide the different types of constraints that are used to com-
pose actuators.

• Scene: The environment and external agents compose the scene of a scenario, and they play a significant
role in the performance of the robotic system. Not every element in the real world needs to be simulated,
just the ones that can affect the performance of the robot system application. For instance, wind speeds
and weather are necessary to test the controller of a UAV, but are not needed to test the control system
of mobile robots in a hospital. Elements that are relevant can be not only those that can be perceived
by the system, but also elements that are not usually measured but can still affect the system, such as
temperature, pressure, or gravity. Another important factor to study is whether these elements remain
static throughout the run, or whether they can change dynamically.

• Communication: Communication is a fundamental element in MRS, as the different subsystems require
robust communication infrastructure to collaborate. As MRS are deployed in dynamic environments
where the quality of communication channels can vary, it is of interest to simulate these conditions and
observe the behaviour of the system and validate any fallback methods. Additionally, assumptions on the
required data bandwidth for the application might not hold. Finally, there is also interest in simulating
the physical communication channel and its interactions with the environment and actors.

Previous studies have focused mostly on the performance of the physics engines [37], [11]; a combination of
features and performance metrics [90]; or focusing exclusively on the documented features of a few simulators
[74]. The focus of this study would be the simulator models, as the goal is to identify the abstractions required
to simulate an application. The performance in terms of time efficiency is left to the test designer to investigate
and consider in their choice of simulator. From the analysis, a model detailing the capabilities of different
simulators can be created.

5.4 Scenario Execution

Every stakeholder in the development process has a different perspective of the system, which is determined
by their development roles. These perspectives govern the objectives, the acceptance criteria, and the scope
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of the test. While the overall scenario can be developed and used by many roles, each role will have their
distinctive focus. For instance, in the hospital disinfection use case, each role will concentrate on testing a
different characteristic of the system:

• Behaviour developers will focus on tests that verify their task-plots, and that the correct behaviour is
performed. They can test behaviour such as navigating room-to-room while avoiding obstacles.

• Function developers concentrate on the correct functionality of their functions. They can verify their
functions using a variety of testing techniques going from unit testing to field testing. Even if the
complexity of the test grows, their focus remains in the functions. They can focus on the algorithm for
wall following for the disinfection task.

• System architects use testing to validate their designs, as they are responsible for providing a solution to
the problem that meets all quality assurance criteria.

• System builders verify the functionality of the entire system and test the correct integration of all the
components.

• Performance designers test different configuration of parameters to select the values that maximize
performance measures.

• Safety engineers certify that the platform and its behavior comply with all the safety standards. These
tests can focus on the high risk functionality or their mitigation strategies.

The different stakeholders can use the executable scenarios workbench to describe different scenarios accord-
ing to their views and concerns. The scenarios described can be suitable for several stakeholders, allowing
their reuse through the project, or a given scenario can focus on one concern of one stakeholder. After all the
models are composed, the toolchain can generate software artefacts to facilitate the systematic testing of MRS
in the real and simulated world. The generation of artefacts can be achieved through separate model-to-model
and model-to-text transformations. For example, to assist the testing in simulation for the Locomotec use case
several transformations can be used, such as the generation of a launch file for Gazebo with the world and task
set up; or the generation of a hospital floor plan 3D model in STL format using procedural generation. The
former is a simulator-specific transformation, as the artefact can only be read by Gazebo. Whereas the latter is
a simulator-independent artefact as it can be used by several simulators as long as they read the STL format.
One important remark is that the transformation of the environment specification to a concrete 3D model ready
for simulation is a multi-step process, where a generator uses the specification to create general descriptions of
environments that can later be transformed into a format that is readable by a simulator software.

The capability models designed from the study described in Section 5.3 could be used in several ways to extend
the functionality of the tooling beyond the generation of artefacts. They can be used to determine if a specific
simulator has the abstractions necessary to execute a test. For example, if a simulator package does not have
models to simulate fluid dynamics, then this simulator might not be adequate to test AUVs systems.
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6 Conclusions

The purpose of this deliverable is to motivate the need for establishing a scenario-based development method-
ology for MRS and to report about the research performed in the first 8 months of the project.

We summarize the major results in the following list:

• We assessed some of the SESAME use cases from the scientific challenges perspective and exempli-
fied the need for an Executable Scenario concept and methodology to systematically deal with these
challenges.

• We assessed related work in the domain of robot software engineering and recapitulate the role of
different stakeholder in any robot software development process.

• We investigated actual MRS development practices for one of our use case partner and derived desirable
features of the ExSce concept, methodology and tooling.

• We proposed the ExSce concept and methodology and discussed the relevant scientific concepts, ExSce
design dimensions, concepts and aspects originating from the meta-modelling, robotics and develop-
ment process domain.

• We derived an initial formalization of the Executable Scenario, which will be continued in Task 3.2 and
Task 3.3.

• We discussed the idea to exploit simulators as a way to execute scenarios, and discussed challenges
associated with the enormous variability present in simulators for using them as a tool to execute sce-
narios.
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