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Executive Summary

This deliverable reports the specification of multi-robot systems (MRS) capabilities in Task 2.1 of the secure
and safe multi-robot systems (SESAME) project.

This deliverable proposes a novel concept of stratagem, which assists the specification and configuration of
robotic capabilities. It describes the capabilities of the multi-robot systems for the research and development
activities that will be carried out within the SESAME project. In the first place, a stratagem enables engineers
to specify and configure the hardware, software, and required capabilities. By using stratagems, engineers
can describe high-level robotic capabilities, skills, roles, and behaviors based on the type of the robot and
its onboard sensing devices. In addition to individual robot capabilities, stratagems facilitate the definition
of capabilities at the team level and team coordination and collaboration, such as task decomposition and
allocation. These novel and reusable capabilities reinforce the multi-robot system’s robustness deployable
across many different multi-robot systems use case missions such as:

• Use Case 1: Dependable Multi-Robot Systems in the Battery Innovation Centre.
• Use Case 2: Disinfecting Hospital Environments using Robotic Teams.
• Use Case 3: Power Station Inspection using Autonomous Multi-Robot Systems.
• Use Case 4: Autonomous Pest Management in Viticulture.
• Use Case 5: Security Management of Multi-Robot Systems-Based Assembly Lines.

These capabilities are incorporated in the SESAME knowledge base. Based on this knowledge base capabil-
ities, then the WP3 can specify Executable Scenarios (ExSce) and transform them into executable models for
simulation or the real multi-robot systems (see Figure 3 in the SESAME project proposal [1]). To this end,
SESAME will make advances in three types of multi-robot systems capabilities, i.e., collaborative perception
and sensor fusion, perception-aware trajectory planning, and collaborative intelligence.

It also describes the generic and application-specific architectural guidelines with a use case example of how
to compose and configure capabilities of the multi-robot system into a more specific application that can
instantiate for a diverse set of scenarios.
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1 Introduction

The deployment of Multi-Robot Systems (MRS) to support dependable missions in various real-world appli-
cations has earned significant attention due to advancements in robotics [2], [3], [4]. However, despite these
advances, the configuration of such systems remains challenging due to uncertainties in the outcome of the
operational models, rapid changes in environmental conditions, and emerging requirements. Moreover, MRS
are often loosely connected enabling them to form and dissolve configurations dynamically. Also, available
software and hardware components and heterogeneous robotic platforms, create increased variability levels.
On the other hand, the lack of domain knowledge, unrealistic assumptions, and fragile design result in con-
figurations that fail to accomplish the MRS mission [5], [6]. Unrealistic assumptions bias the expert’s choice
of a specific set of robot types, capabilities, and skills prior to thoroughly analyzing the operation goals pro-
posed by the robotic user or use case. Even if the expert avoids these unrealistic assumptions and biases, the
design team landed up to fragile design due to limited time or expertise dependency. Therefore, the design
team must explore the large design space comprising numerous sufficiently robotic components that can be
assembled in a ’plug-and-play’ manner. The traditional methodologies, such as Domain Specific Language
(DSL), are established based on the richness of expertise required to configure MRS missions [7]. For in-
stance, in Semantic Robot Description Language (SRDL) [8], specific behavioral modeling and temporal logic
languages are necessary, which imposes hierarchical dependencies between stakeholders and designers [9].
However, it is beneficial to provide generic and mission-oriented configurations, represented in a user-friendly
robotics engineer methodology, that requires less domain expertise in modelling and reduces the dependency
level [10]. Then, stakeholders can use configurations to tailor mission scenarios based on their domain ex-
pertise. Secure and Safe Multi-Robot Systems (SESAME) project address these problems through an open,
modular, model-based approach for the systematic engineering of dependable MRS. SESAME is underpinned
by public meta-models, components, and configuration tools supporting the dependable MRS operation in
uncertain settings characterized by emergent behaviors and possible cyber-attacks [11].

This document presents a stratagem, i.e., “a generic, systematic capability-driven methodology for the dynamic
configuration of MRS missions with variability level”, to compose an MRS. SESAME will develop novel and
reusable capabilities that reinforce MRS robustness deployable across many different MRS missions. Models
of these capabilities are incorporated in the SESAME knowledge base. Thus, WP3 can be used to compose a
MRS and an input to specify an Executable Scenario (ExSce) for simulation or the remphasise. To this end,
SESAME will make advances in three types of capabilities, i.e., collaborative perception and sensor fusion,
perception-aware trajectory planning, and collaborative intelligence. In summary the proposed novel stratagem

• enables robotic engineers to configure MRS missions.
• presents a set of robotic capability-related guiding steps for eliciting mission-specific interactions in

terms of usecase scenarios.
• investigates viticulture usecase to evaluate its applicability. However, it can be applied to the other

usecases.

1.1 Document Purpose

This document is prepared in the context of the European Union (EU) SESAME project. More precisely,
it refers to Task 2.1: Specification of Multi-Robot Systems of Work Package (WP) 2: Sensor Fusion and
Collaborative Intelligence. In particular, it is aimed to develop the novel concept of stratagem, by which to
specify and configure the hardware, software, and the required capabilities. This contributes a set of generic
and application-specific architectural guidelines to compose and configure the MRS capabilities into a larger
application that can be instantiated for various use case scenarios.

15 March 2023 Version 1.1
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1.2 Document Structure

This deliverable D2.1 document consists of the following sections:

• Section 2 discusses the related work in the specification and configuring of multi-robot systems capa-
bilities in detail.

• In Section 3, we introduce all the terminologies that we use throughout the report.
• Section4 describes the identification of MRS mission-level capabilities including a single robot-level

and a team of robots.
• Section 5 describes the concept and methodology of stratagem with a sequence of steps on how a

robotics engineer can select a robot according to the required skills and capabilities for a multi-robot
systems mission-specific task.

• In Section 6 demonstrates a case study of autonomous pest management in viticulture. We demonstrate
how the proposed stratagem can generate an MRS configuration for the mentioned use case scenario.

• Finally, Section 7 concludes this report.

1.3 Relationship to other Deliverables

This deliverable D2.1 provides the specification of multi-robot system capabilities based on the use case re-
quirements in WP1, which have been specified in deliverable D1.1 – Project Requirements.

Based on the use case requirements, a generic stratagem methodology and guidelines are provided on com-
posing and configuring the multi-robot system’s capabilities into a more specific application. The dotted blue
rectangle in Figure 1 illustrates the focuses of the present deliverable D2.1. The system requirements, such as
functional, non-functional, safety and, security requirements, are identified based on the capabilities. These
capabilities and architectural guidelines thus set the knowledge base for executable scenarios to be specified in
WP3. The deliverable D3.1 specification is represented by executable scenarios.

Figure 1: Workflow between the Project Requirements (WP1), Specification of MRS Capabilities
(WP2), and Specification of Executable Scenarios (WP3). The dotted blue rectangle illustrates the
focuses of this deliverable.
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2 Background and Motivation

This section discusses the related work in the specification MRS. Primarily, the existing works, related to MRS
specifications can be categorized as follows.

Several methods offer user-oriented approaches to the configuration of MRS missions based on programming
languages, which are specific to application domains, target platforms, and end-users [12], [13]. Similarly,
Graphical User Interface (GUI)-oriented, Robotic Modeling Language (RobotML) [14], and FLYAQ [15]
approaches are tightly bound to the application, even though they easily configure the MRS missions in a
graphical manner. In contrast, task-oriented ones are based on markup languages [16]. Nevertheless, the
programming-based languages provide a richer feature set and a higher degree of expressiveness. However,
these approaches require programming skills. On the other hand, markup-based languages come at the cost of
reduced flexibility concerning the application domains and platforms.

Flowchart-oriented approaches configure the mission based on an activity diagram, which is easy to configure
[17]. However, it lacks concurrency support. As a solution, statechart-oriented approaches consider the mission
based on state diagrams, which is suitable for robotic missions [18]. This requires a detailed definition of MRS
configurations to achieve a mission, which may become complicated in practical cases. Another approach
is Petri Net Plans (PNPs), which enable developers to describe plans for MRS missions [19]. Despite their
expressive power, PNPs require a precise definition of every action of a robot in an MRS mission.

Temporal logic-oriented approaches, particularly Linear Temporal Logic (LTL) and Computation Tree Logic
(CTL), are based on temporal logic models, which allow users to analyze mission accomplishment, using the
model checker [20]. Even with automatic generation of mission specifications e.g., [21], these approaches are
complex in terms of manual writing and prone to error.

Finally, there exist some new approaches, using skill-based or component-based modeling, to overcome the
drawbacks of the above methods, e.g., [2], [3], [4], [22]. However, this requires programming language knowl-
edge and high-level abstraction to the robotic users, which might impose the reality gap between the conceptual
design and deployment.

Motivated by the aforementioned considerations, our proposed stratagem methodology supports the ExSce
specifications using automated model transformation, where programming skills are not required. This is done
by describing generic and reusable capabilities that can configure complex missions with increased domain
flexibility. For this, we propose a set of capabilities that allow configuring of concurrent and collaborative
missions. In our stratagem, we use the domain expert’s knowledge to rank the robotic-level capabilities and
to help robotics engineers in decision-making, configuring practical MRS missions. The knowledge of inter-
relationships between various decisions is an essential part of domain expert’s knowledge. Therefore, this
knowledge is considered a capability-driven methodology for the configuration of collaborative MRS missions.

3 Definition of Terms

We use standard robotic terminologies [23], [24], [25], [26] with an example as given below:

Example: Picking up an object is an ordered sequence of actions, such as i) recognizing the object, ii) moving
the arm towards it, iii) grasping it, and finally, iv) lifting it.

• Robot: A robot is a physical agent that performs actions by manipulating the physical world.
• Action: An action is a process initiated by an agent and capable of changing the world. For example,

PickingUpAnObject is an action in a robotic arm mission.
• Capability: A capability is a property of a robot that allows it to perform or execute a certain type

of action. For example, action PickingUpAnObject needs ObjectRecognitionCapability, MovingArm-
Capability, and GraspingCapability to perform the picking action. A robot has a capability due to its
components.

15 March 2023 Version 1.1
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• Component: A component of a robot is hardware, software, and information objects. The hardware
components are sensors and actuators, the software components are programmatically implemented
algorithms, and the information objects are knowledge bases. For example, capability ObjectRecogni-
tionCapability needs VisualSensor, and ObjectRecognitionAlgorithm.

• Behavior: A robot’s behaviour is a property that makes it perform a certain action in a way (such as
autonomous, manual, or semi-autonomous) when it encounters a certain situation. Robotic Behavior
is the composition of capabilities and skills to realise a robot’s action. The relation between capability
and behavior is how a robot utilize its capability when it encounters a certain class of situations. For
example, autonomous obstacle avoidance for a robot encounters a class of situation ‘Facing obstacle’,
which requires ’Avoiding Obstacle’ capability with ‘Autonomous’ behavior of the robot.

• Skill: A skill provides access to functionalities realized by robotic components. For example, in a
viticulture scenario, a spraying drone has the skill of ‘spraying’ pesticides. However, several robots
have different types of skills. After analysing the use cases, the class of skill sets are defined as follows,
but not limited to the considered use cases.

• Data collection: It refers to collecting raw data from an environment. For example, a drone can
collect thermal images from an area.

• Inspection: The inspection class refers to inspecting objects or areas.
• Manipulation: This class of skill refers to interacting physically with objects, e.g., stacking, as-

sembling, handling, etc.
• Dispensing: It refers to applying external material to objects or environment, e.g., glueing, weld-

ing, painting, spraying, disinfecting, etc.

• Robotics engineer: A robotics engineer is a person who is responsible for configuring the missions,
considering hardware, software, and required capabilities.

• Safety engineer: A safety engineer is a person who is responsible for defining safety-related aspects.
A safety engineer explores ways for generating safety parameters to Computer-Aided Design (CAD)
and kinematic models and feasibility studies. This is expected to provide a basis for Executable Digi-
tal Dependability Identities (EDDI) model-based artifacts that carry verifiable dependability models of
their reference robotic systems produced at design time [27]. In addition, it captures safety and secu-
rity hazards, their causes, effects, and possible corrective actions. The objective is to simplify hazard
identification and causal analysis and improve the efficiency of safety assessments.

• Security engineer: A security engineer is a person who is responsible for defining security-related as-
pects. Using EDDI to instrument the robotic team with security models enables the team to anticipate
potential malfunctions or external cyber-attacks and initiate mitigation actions to bring the affected robot
to a safe stop [27].

• Domain experts: People with extensive robotic knowledge of individual-level and team-level missions,
such as robotics engineers, safety engineers, and security engineers.

• Knowledge base: A knowledge base entity contains reusable information about robotic capabilities.
• Use case: A use case is an industrial entity that describes the interaction with a system yet to be designed,

concentrating on what people try to achieve rather than how they achieve it, such as i) Dependable multi-
robot systems in battery innovation centre, ii) Disinfecting hospital environments using robotic teams,
iii) Power station inspection using autonomous multi-robot systems, iv) Autonomous pest management
in viticulture, and v) Security management of MRS-based assembly lines.

Based on these definitions, the following points are worth mentioning. A robot has a capability with associated
components. It is difficult to compare a robot and an action directly because they have different characteristics,
i.e., a robot has physical and spatial characteristics, whereas an action is abstract and hierarchical. Therefore,
the capability is introduced to the link between robots and their actions. Action depends on a set of capabilities
and equipped components of a robot. In order to exhibit a particular capability, a robot has to possess a set
of components that cooperate and jointly enable the robot to exhibit the capability. Use case applications in
different domains might require similar capability of robots. From the perspective of end-users, this textit

Page 4 Version 1.1
Confidentiality: Public Distribution

15 March 2023



D2.1 Specification of Multi-Robot Systems Capabilities

robotic capabilities are modelled as robotic features, which include the nominal functionality, encapsulated as
operational scenarios [28].

4 Identification of MRS Capabilities

This section describes the identified MRS capabilities in terms of mission-level, including robotic individual-
level and robotic team-level missions. In order to exhibit a particular capability, a robot has to possess a set
of components. Accordingly, capability-associated components are explained, as illustrated in Figure 2. We
purposefully divided the capabilities into an individual level and an MRS level. Individual-level capabilities
refer to the ability or capability a single robot has. For example, as described in WP 2.1, grasping, perception,
navigation, mobility (2D or 3D), etc. However, the limited resources of a single robot can not perform all
the tasks for a large complex mission. Additionally, there could be certain scenarios when a robot can not use
some sensors due to malfunction. But, this problem can be solved by collaborative sensor fusion using multiple
robots. Therefore, multiple heterogeneous robots come into the picture to execute a big complex mission
collaboratively. Hence, we define team-level capability, as described in the WP 2.1, such as collaborative
perception, collaborative navigation and sensor fusion, and collaborative intelligence. In reality, individual
capability or team-level capability can be composed in several ways based on the robot types and behaviour.
This report describes all the capabilities based on the proposed five use case scenarios.

Figure 2: Capability-Associated Components.

4.1 Individual-Level Capabilities

4.1.1 Mobility

Robots can have the mobility to move physically in the environment. Two mobility classes are identified
considering the five use cases, i) flying, e.g., Unmanned Aerial Vehicles (UAVs), and ii) ground moving, e.g.,
Autonomous Ground Vehicles (AGVs) and Robotic Arms (ARMs).
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4.1.2 Perception

Perception is the primary capability enabling robots to reason and make decisions while interacting with the
environment. This capability refers to sensory perception of the environment to extract information. The
perception enables robots to interact with the environment in various ways, e.g., obstacle avoidance. The
perception highly depends on the sensors’ availability to acquire the data from the environment. These sensory
data enable a robot for vision, mapping, and localization.

4.1.3 Navigation

Navigation enables the robot’s mission-level path or trajectory towards the goal safely, given the perceptive
information. The crucial components of a robot’s navigation are localization, i.e., position and orientation
and safe path planning i.e., motion between the current position to a goal position with respect to a reference
frame. To realize this, the perception and mobility capabilities, as well as the trajectory planning and trajectory
tracking components are required.

4.2 Team-Level Capabilities

4.2.1 Collaborative perception

This uses multiple robots acting as viewpoints to improve and gather knowledge about the environment and
themselves. The knowledge could be obstacles, other robots, potential hazards or threats, and uncertainties.
This is because collaborative MRS application requires a rich, consistent, and accurate understanding of the
environment and robot state. On the other hand, a single robot frequently suffers from sensor limitations (e.g.,
range, occlusion), while a robotic team can combine multiple observations and share their results. There-
fore, the capability to collect and fuse the sensor information from MRS improves the overall perceptive and,
situational awareness information. For this capability, all the robots in the team rely on the individual-level
perception capability. Also, Robot-to-Robot (R2R) communication component is required to communicate
between robots resulting better understanding of the environment and safe navigation.

4.2.2 Collaborative navigation

The collaborative navigation capability comprises the planning, tracking, and sharing of situational and per-
ceptional information among the MRS members to reach individual goals safely, given mission tasks. Planning
is to find an optimal path or trajectory to the goal, taking into account gathered collaborative perceptive and
situational information for a team of robots. Consequently, required actuator actions are designed and com-
manded to each robot to track the path as closely as possible. The collaborative aspect is incorporated in both
planning and tracking components, by relying on the information provided not only from each robot but also
from the other MRS members. To realize this capability, all the robots in the team rely on the collaborative
perception capability and individual-level navigation capability.

4.2.3 Collaborative intelligence

Collaborative intelligence enables the decomposition of complex tasks into smaller tasks manageable by indi-
vidual robots, creating coalitions within an MRS and distributing tasks between team members. To achieve this
capability, all the robots in the team require the corealisetive perception capability, collaborative navigation
capability, and knowledge base component.
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Figure 3: Stratagem: A Capability-Driven Configuration of Collaborative Missions for Multi-Robot
Systems.

5 Proposed Stratagem Methodology

This section elaborates on the proposed stratagem methodology considering Figure 3, the definitions and iden-
tified capabilities, given in Sections 3 and 4, respectively. The proposed stratagem aims at addressing two main
challenges, identified in the literature in Section 2, namely, removing unrealistic assumptions and fragile MRS
designs. As per the proposal, unrealistic assumptions impose biases by the expert towards the selection/config-
uration of a specific set of robot types, capabilities and skills, before analysing thoroughly the operation goals,
proposed by the robotic user or use case. For instance, for handling large and heavy boxes in an assembly line,
one trivial solution is the use of robotic manipulators. The expert might have suggested this to the user, which
totally biases the user towards implementing the manipulator. However, given the user’s needs and goals, via a
thorough analysis of the operational environment, other types might come into the picture, e.g., a ground robot
equipped with a hydraulic jack. Even if the expert avoids these unrealistic assumptions and biases, this way of
specifying the MRS operation imposes another challenge, which is, namely, a fragile MRS design, due to the
limited time or expertise dependency, the design team has to sufficiently explore the large design space com-
prising numerous robotic components that can be put together in a ‘plug-and-play’ manner. Therefore, our
proposed stratagem addresses these challenges, i.e., we foresee and analyse the whole MRS specification pro-
cess to come up with a methodology with a reduced requirement of expert knowledge, as well as to avoid the
mentioned fragile design via a systematic way of the specification process.

It is worth noting that the output of this stratagem is a set of MRS configurations, addressing the aims and needs
of the operations, including the identified robot types, MRS requirements, capabilities, skills and behaviours.
This specified configuration set is sent to the ExSce to determine the operation scenario.

The proposed stratagem methodology supports both robotic individual-level and team-level configurations.
After the configuration is fulfilled, the robotics engineer generates the executable scenarios based on the saved
mission configuration, and launches them on the corresponding framework, i.e., simulation or real world.
Initially, the Skill-based Capability Rates Matrix (SCRM) is to be constructed using the knowledge from
the various domain experts, including robotic engineers, safety, and security engineers. SCRM comprises
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the rating for different robot types, considering the identified skills and corresponding capabilities, both at
individual and team levels. This helps select the proper robot type and configuration for the respective robotic
mission. In SCRM, the capabilities are considered instead of components. Hence, this methodology enables
the robotics engineer to configure the missions dynamically and reliably with improved variability levels, i.e.,
the proposed stratagem can be applied for different use case scenarios without the need for any modifications
or changes in the core of methodology.

Figure 4: Stratagem Methodology to Configure MRS Missions.

It is worth noting that the set of mission objectives is defined based on the use case requirements. This is done
by use case customers with the help of domain experts. To this end, the sequence of steps of the proposed
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Algorithm 1 MRS Mission Configuration
1: Inputs: Mission Objectives
2: Configuration← ∅
3: for Objective ∈ {Objective1, . . . , Objectiven} do
4: if Objective is met at individual-level (Step 2) then
5: B ← Behaviour ∈ {Autonomous, Semi− Autonomous,Manual}(Step 3)
6: S ← Skill ∈ {DataCollection, Inspection,Manipulation,Dispensing} (Step 4)
7: CI ← Capability ∈ {Mobility, Perception,Navigation}(Step 5)
8: T ← arg max

RobotType∈{AGV,UAV,ARM}
SCRM(S,CI)

9: Configuration← Append(B, S,CI , T )
10: else ▷ Objective is met at team-level (Step 2)
11: B ← Behaviour ∈ {Autonomous, Semi− Autonomous,Manual}(Step 3)
12: S ← Skill ∈ {DataCollection, Inspection,Manipulation,Dispensing} (Step 4)
13: CT ← Capability ∈ {Collab.Perception, Collab.Navigation, Collab.Intelligence}
14: CI ←

{
Capability ∈ {Mobility, Perception,Navigation}|Capability ⊆ CT

}
15: T ← arg max

RobotType∈{AGV,UAV,ARM}
SCRM(S,CI)

16: Configuration← Append(B, S,CI , CT , T )
17: end if
18: end for
19: Output: Configuration

stratagem methodology is illustrated in Figure 4 and explained in detail as follows, and accordingly Algorithm
1 is given.

Step 1: Select mission requirements and objectives

The robotics engineer selects one of the provided missions for a given use case. The mission requirements,
objectives, pre-conditions, main scenarios, and constraints are derived based on the understanding of user needs
as well as the business environment that drives many of the development and architectural decisions for using
MRS for applications in each domain. This is an input to the proposed stratagem, as described in Algorithm 1
and Figure 4.

The robotic engineers require some general guidelines to avoid biases in the specification process. Therefore,
we propose a generic SCRM, given in Table 2, to address the aforementioned issue. It is worth noting, this
SCRM is based on the extensive analysis of the use cases, but it is not restricted only to these five use cases,
given in Table 1.

Table 1: Selected use cases of SESAME.

Use Cases Stakeholders Domain Missions

Use Case 1: Autonomous Pest Management Domaine Kox, Aero41, and LuxSense Viticulture Multi-UAVs

Use Case 2: Disinfecting Hospital Environments Locomotec Healthcare Multi-AGVs

Use Case 3: Autonomous Power Station Inspection Cyprus Civil Defence Inspection Multi-UAVs

Use Case 4: Battery Innovation Centre AVL List GmbH Battery AGVs and ARMs

Use Case 5: Security Management in Assembly Lines KUKA Assembly and Test Robotic Multi-ARMs

Step 2: Initial identification of mission-level
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Table 2: Evaluation of Skills based on Robotic Individual-Level Capabilities.
Skill-Based Capability Rate Matrix (SCRM)

Robotic
Skils

Individual-Level
Capability

Rate of Robot Type
AGV UAV ARM

Data Collection
Mobility Medium High Low
Perception Medium High Low
Navigation Medium High Low

Inspection
Mobility Medium High Low
Perception Medium High Low
Navigation Medium High Low

Manipulation
Mobility Medium Low High
Perception Medium Low High
Navigation Medium Low High

Dispensing
Mobility Medium High Low
Perception Low Medium High
Navigation Low Medium High

The robotics engineer initially and intuitively identifies if the mission is at robotic individual-level or team-
level mission. However, this is not the final consideration, as we might modify this later on throughout the
proposed stratagem, considering the other given/identified objectives.

If the mission requirement is directly provided as an MRS, then the proposed stratagem proceeds considering
team level in the next steps. However, as a rule of thumb, we propose to start with individual-level configuration
and then later on the proposed stratagem checks if MRS is required or not, after the first iteration.

Step 3: Determine the robotic behavior

The robotic behavior is determined based on the mission requirements. The robotic behavior includes au-
tonomous, semi-autonomous, and manual. For example, if the requirement describes the MRS is fully au-
tonomous or human intervention, that is semi-autonomous, or fully manual, then the stratagem determines the
behaviour of the system.

Step 4: Determine the robotic skill

The robotics engineer determines the required robotic skills, out of the above-mentioned classes, based on the
selected mission description and robotic behaviour.

After analysing the identified skills, the dependent capabilities, are identified as follows:

• Data collection: This skill is considered as collecting data from the environment or other robots and
humans. For this skill, at the individual level, the capabilities of perception and navigation are manda-
tory. Also, mobility is optional which can improve the data collection skill. On the other hand, at the
team-level, collaborative perception capability is required.

• Inspection: This skill is considered as collecting, detecting or monitoring an object or area or human.
For this skill, at the individual level, the capabilities of perception and navigation are mandatory. Also,
mobility is optional which can improve the data collection skill. On the other hand, at the team level,
collaborative perception and collaborative intelligence capabilities are required.

• Manipulation: This skill is considered as affecting the environment physically and directly by the robot.
For this skill, at the individual level, the capabilities of mobility, perception and navigation are manda-
tory. At the team-level, collaborative perception and collaborative capabilities are mandatory and col-
laborative intelligence is optional.

• Dispensing: This skill is considered as applying external material on a specific object or area. At the
individual level, the capabilities of mobility, perception and navigation are mandatory. At the team-level,
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collaborative perception and collaborative capabilities are mandatory and collaborative intelligence is
optional.

Step 5: Select the robotic capability

The robotics engineer selects the robotic capabilities based on the determined skills. This is done considering
Step 2, i.e., if robotic individual-level or team-level capabilities are required. If the mission is at the individual-
level, then the capabilities, given in Section 4.1, are determined based on SCRM in Table 2.

If the mission is at team-level, then the corresponding team-level capabilities of Section 4.2 are considered,
which further determine the corresponding individual-level capabilities. Then, we follow SCRM Table 2 to
determine the robot types. Also, the selected capability implies the associated components, as explained in
Section 4, e.g., knowledge base component.

Step 6: Select the robot type

The robotics engineer selects the type based on the selected capabilities, considering the highest rate amongst
the type for the associated capability. Considering various use cases, we have identified the robot types as
AGV, UAV, and ARM, as mentioned in Table 2.

Step 7: Save the mission configuration

The robotics engineer saves the configuration of the mission at both individual and team-level, in terms of
Behaviour, Skill, capability (both individual and team-levels), and type of robots, as described in algorithm 1.

Step 8: Check mission requirements completion

The robotics engineer checks if all the mission requirements/objectives are fulfilled. If not, Step 2 to Step 7 are
repeated for the other ones. Otherwise, the configuration of the mission is fulfilled. The extracted capabilities
from the mission configuration is stored in the knowledge base for similar configurations.

The output is the saved configurations, which are sent to the ExSce.

Figure 5: Autonomous Pest Management System in Viticulture Use Case.

6 Case Study: A Collaborative MRS Mission for Autonomous
Pest Management System in Viticulture

This section applies the proposed stratagem methodology for configuring autonomous pest management in the
viticulture use case mission. Here, we describe the MRS mission descriptions and the requirements first. Then
we proceed further steps according to the proposed stratagem, as described in Algorithms 1 and Figure 4.
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6.1 MRS Mission Description

In this use case, the MRS system completes a mission through the collaboration of two UAVs with two dif-
ferent tasks (inspection and spraying), as shown in Figure 5. The MRS has the sufficient processing power
to execute collaborative MRS capabilities onboard and is equipped with multiple sensors. The first UAV is
used for detecting and helping the spraying UAV to the generation of an autonomous fungicide spraying mis-
sion in the vineyard. The second UAV is used for the autonomous fungicide spraying mission in the vineyard.
For both tasks (inspection and spraying), UAVs are deployed for real-time inspection, fungicide spraying, and
coordination purposes. This inspection UAV should be able to take flight at least the same time as the spray-
ing UAV to monitor the whole mission without being a bottleneck. In addition, it carries Camera and Inertial
Measurement Unit (IMU) sensors to perceive the environment and evaluate the state of the mission. During

Figure 6: A Basic System Flow for Configuring the MRS Mission within the Viticulture Use Case
for Autonomous Pest Management.
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fungicide spraying, the spraying UAV needs to navigate toward an infection hotspot and apply a variable, pre-
defined rate of fungicides. This rate can vary depending on the grade of infection. Therefore, high importance
is placed on the adequate amount of fungicide applied to a specific hotspot. To this end, the spraying UAV
needs precise positioning accuracy to maintain a low but constant distance from the vines. As the efficiency
and security of the fungicide spraying rely on high positioning accuracy, a fall-back system of collaboration
perception, sensor fusion, trajectory planning, and trajectory tracking is deployed on the inspection UAV in
case of loss of positioning accuracy.

The summary of mission requirements is given as follows.

Use Case : A Collaborative MRS Mission for Autonomous Pest Management System in Viticulture.

Description: Multi-Robot Systems (MRS) is deployed for autonomous spraying fungicide and inspection of
spraying fungicide operation in the vineyard.

Pre-Conditions: The first set of Unmanned Aerial Vehicles (UAVs) is equipped with an adequate amount of
fungicide spray and requires onboard sensors to navigate toward an infection hotspot to spray. The second set
of UAVs is equipped with visual and IMU sensors to inspect the spraying fungicide mission state.

Main Scenario:

1. The first set of UAVs take off and commence the fungicide spraying.

2. The second set of UAVs take off and continuously inspect the spraying mission state in the vineyard.

3. These two sets of UAVs should fly simultaneously.

4. Both sets track and send the location and state of each UAV in the corresponding set to the Ground
Control Station (GCS).

Constraints: In the case of any UAV that has not had a sufficient battery or adequate amount of fungicide to
continue the mission, a safe Return To Home (RTH) is enabled to return to the base station quickly.

6.2 Configuration of Autonomous Pest Management System Using Proposed
Stratagem

A basic system flow for configuring the MRS mission within the viticulture use case for autonomous pest
management has been shown in Figure 6 applying the proposed stratagem, as described in Algorithms 1 and
Figure 4, and described below:

Given the above missions, this mission is at the team-level and required to be autonomous. For this mission,
two classes of skills are identified as described in Section 3 and Table 2, which are dispensing in the form
of spraying and inspection in the form of detecting another drone. Based on the identified classes of skills,
the associated required capabilities are mobility, perception, navigation, collaborative perception, and collab-
orative navigation, as described in Section 5. Now, considering required capabilities at the individual-level,
with Table 2, the robot type is selected as UAV, as it has the highest rate for the corresponding individual-level
capabilities. Then, this configuration is saved as stated below:
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Configuration ={Behaviour : Autonomous,

Skill : [Dispensing : Spraying, Inspection],

IndividualCapability : [Mobility : Flying, Perception,Navigation],

T eamCapability : [CollaborativePerception,

CollaborativeNavigation,

CollaborativeIntelligence],

T ype : UAV }

collaborative mission, and the executable scenario is generated and launched. It should be noted that based on
the selected capabilities, the associated components are determined, including vision, mapping, localization,
trajectory planning, trajectory tracking, and R2R communication.
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7 Conclusions

This deliverable proposed a novel stratagem methodology for Multi-Robot System mission configuration, in-
cluding robotic individual-level and team-level capabilities, which were extracted by the domain experts. The
proposed stratagem encapsulated high-level robotic capabilities, skills, behaviours, and types. We presented
an algorithm to elaborate the proposed stratagem logically. We have demonstrated its use through the sys-
tematical configuration of MRS for an industrial use case. In the proposed stratagem, it is aimed at enabling
engineers to specify and configure the components and the required capabilities, as well as describing high-
level robotic skills and behaviours based on the type of the robot. In addition to individual robot capabilities,
the proposed stratagem tackles the configuration at the team-level, with collaorative perception and navigation.
Finally, the stratagem conforms to public metamodels and it is reusable for similar applications.
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